Theoretical aspects of higher-order truncations in solid-state nuclear magnetic resonance
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Recent experimental developments of high-resolution NMR in solids (for example, double rotation and dynamic-angle spinning) address the reduction of second-order line broadening effects, particularly in systems involving quadrupolar nuclei such as 23Na, 17O, 27Al, and 14N. However, some aspects of the theoretical description of these systems have not been clearly understood; in particular, the various procedures available to truncate the interactions give incompatible results. We present a general framework, based on static perturbative methods, which provides a natural procedure to derive the correct Hamiltonian for higher-order effects in irreducible tensor form. Applications of this method to coherent averaging techniques (sample motion or radio-frequency irradiation) are described and compared to previous treatments based on average Hamiltonian theory.

I. INTRODUCTION

The importance of NMR stands in its ability to provide physicochemical information on a sample through the measurement of internal nuclear spin interactions. However, these interactions are not observed alone but in conjunction with the Zeeman interaction, which truncates them. Truncation procedures are well known from the early days of quantum mechanics and have found straightforward and widespread applications in NMR. 1,2

One of the consequences of truncation is the anisotropy effects in the NMR of solids, namely, the dependence of the spectrum on the orientation of the crystal in the magnetic field. 1,2 A considerable amount of work has been devoted to devising experimental techniques that suppress these anisotropy effects, which typically cause broadening of the resonances in polycrystalline and amorphous samples to the extent that resolution (and thus information content) is lost. 2,3 These developments were first initiated by Andrew and Lowe in 1958 with the magic-angle spinning (MAS) technique. 4,5 Important landmarks in the stream of improvements, due to Waugh and co-workers, were the WAHUHA sequence, and the introduction of average Hamiltonian theory (AHT) as the main tool to describe the effect of time-dependent interactions. 6,7 More refinements have been added recently with the double rotation (DOR) (Ref. 8) and dynamic-angle spinning (DAS) (Refs. 9 and 10) methods. As these techniques spread to many research groups, the connected concepts of irreducible tensors and AHT (Refs. 11 and 12) have modified the way NMR spectroscopists envision some theoretical aspects in their field. Irreducible tensors can be very useful in simplifying calculations, and also for providing more intuitive understanding of the coherent averaging processes (which are based on combinations of rotations). At the same time, and because of its natural formulation in terms of irreducible tensor expressions, AHT has been gradually applied to almost every kind of situation, sometimes abusively.

Many authors have pointed out that AHT, at variance with other theories, cannot properly describe some experimental results. In general, such situations seem most likely to be found when the effects of second- and higher-order truncated interactions are not negligible. The long-time behavior of a spin system under continuous or pulsed irradiation is a well-known example that has stirred some controversy in the last decade as to the correct theoretical tool to describe it. The time evolution is eventually controlled by higher-order effects due to nonsecular terms. The various fundamental questions that arise when dealing with this problem have been reviewed recently. 13

Another case of discrepancies arises in the coherent averaging of the anisotropies due to second-order effects, for instance, when a quadrupolar coupling is not negligible compared to the Zeeman interaction. 14 Although such situations have been explored for many decades, they have been a source of confusion. Fortuitously, these misconceptions have yielded only slight discrepancies between theory and experiment. However, the recent development of specific methods such as DAS and DOR, which are engineered to reduce second-order effects, mandates a clarification of the associated theoretical aspects.
Most of the difficulties found in the literature can be traced back to the procedure used to truncate the quadrupolar interaction by the Zeeman field when the sample is static. Many authors convert the interaction to the rotating frame, where it becomes time-dependent, and then apply AHT to obtain the truncated Hamiltonian in the rotating frame. In second order, the resulting interaction contains off-diagonal elements with respect to the Zeeman interaction that happen to vanish through a second truncation by the first-order perturbation Hamiltonian. However, if the sample rotates fast enough at the magic angle to average out the first-order term, two contradictory predictions for the second-order broadening arise, depending on whether the nonsecular terms in the second-order expansion are retained or discarded. At variance with this description, an analysis based on static perturbation theory (SPT) does not predict such effects. Other minor disagreements between the SPT and AHT approaches may also be expected and indeed have been reported, but no arguments were given to explain them.

To highlight the effect of these nonsecular terms in AHT, we have performed a set of simulations for the NMR transition of a single-crystal sample, containing equivalent uncoupled quadrupolar nuclei of spin $\frac{1}{2}$ and spinning around the magic angle at various speeds. The computational details are given in the Appendix. The spectra in Fig. 1 were calculated using three different methods: a full diagonalization procedure (referred to as “exact”), and two perturbation methods carried to second order (SPT and AHT). The results clearly show the failure of AHT to provide even an approximate description of the system when the spinning speed becomes comparable to the quadrupolar coupling, while SPT is in good agreement throughout the range of experimental parameters.

The aim of this work is to give a general and coherent framework for treating second- and higher-order truncation effects that commonly arise in NMR. Although this may be done by dynamic methods (i.e., by going to the rotating frame), it is much simpler to use static diagonalization methods, since the Hamiltonian is time independent. The usual perturbation expansions for the diagonalization are formulated in terms of matrix elements. Two different methods, SPT and Van Vleck transformation (VVT), will be given; SPT is useful for systems with a finite number of levels and VVT is adapted to highly degenerate (e.g., dioplor broadened) systems. Then we shall generate effective Hamiltonians and interaction frames that are suitable to analyze averaging experiments. The effective Hamiltonian yielded by these static methods can be used to analyze some aspects of common coherent averaging experiments, either by radio-frequency irradiation or sample rotation. Finally, we will discuss the proper conditions under which AHT describes higher-order truncations and the difficulties involved in extending this approach to include sample motion.

II. STATIC PERTURBATION THEORY IN TERMS OF IRREDUCIBLE TENSOR OPERATORS

In its usual formulation, SPT (Ref. 19) provides an expansion for the eigenvalues and eigenstates of a perturbed operator (which in our case will be the internal Hamiltonian). The results to second order are summarized by the following well-known formulas (limited here to nondegenerate systems):

$$H = H^{(0)} + H^{(1)},$$

$$H|\psi\rangle = E_\psi |\psi\rangle,$$

$$H^{(0)}|\psi\rangle = E_\psi^{(0)} |\psi\rangle,$$

$$F_j = F_j^{(0)} + F_j^{(1)} + F_j^{(2)} + \cdots,$$

$$E_\psi^{(1)} = \langle j | H^{(1)} |\psi\rangle.$$

FIG. 1. Exact, SPT, and AHT simulations of the NMR transitions of a single-crystal sample, containing equivalent uncoupled quadrupolar nuclei of spin $\frac{1}{2}$ and spinning around the magic angle at three different speeds. The spinning speeds (vR=0, 2, and 50 kHz), are selected to fall in the ranges $0-v_0^2/v_2$, $v_0^2/v_2$-v_2, and v_0-v_2, showing three different behaviors of the AHT. The SPT simulations were performed in the laboratory frame using a nonunit diagonal Hamiltonian $\mathcal{H} = \lambda$ in Eqs. (6) and (7) containing the Zeeman interaction and the quadrupolar interaction truncated to second order [Eqs. (10), (12), and (13)]. The AHT simulations were performed in the rotating frame using only the first- and second-order truncated quadrupolar interaction including diagonal elements as given in Eq. (65). The dwell times are chosen to avoid folding of spinning sidebands in the AHT and SPT approximations, but it is taken 5 times smaller than the Zeeman period for all the exact simulations to avoid aliasing of the various multiple quantum transitions. In the later case we preferred to reduce the dwell time (increasing the computation time considerably) instead of implementing some kind of filtering which would then make the code different from that of the other cases. The continuous motion of the sample is approximated as a succession of discrete evenly distributed orientations of duration $\Delta t$. A $\Delta t$ of $\tau_0/10$ was employed in the exact vR=2 and 50 kHz simulations. A $\Delta t$ of $\tau_0/20$ was employed in the SPT and AHT vR=2 and 50 kHz simulations. Only the region of the central $\pm \frac{1}{2}$ transition is shown for the vR=0 spectra. Additional details of the calculation are given in the Appendix.
The calculation of the first-order expression, Eq. (12), is the well-known truncated Hamiltonian and its derivation from Eq. (8) is straightforward. The calculation of $D^{(2)}$ and $V^{(1)}$ is given in the Appendix. The result is much more concise than the usual derivations, in which the shifts to second order are given separately for each energy level and it is similar to that given by AHT (Refs. 14–17) except for the restriction of $D^{(2)}$ to diagonal elements. Using the Clebsch–Gordan series20,21 in Eq. (13), the lattice products of second-rank tensors may of course be rewritten as combinations of tensors of ranks 0, 2, and 4, while the spin commutators will yield only ranks 1 and 3.17 In cases of half-integer spins for which the quadrupolar interaction is large compared to the achievable bandwidths of radio frequency (rf) pulses, it may also be useful to restrict the spin part to the central $\pm \frac{1}{2}$ transition by introducing the corresponding pseudo-spin $\frac{1}{2}$ operator.17

Another example is the influence, in second order, of the quadrupolar interaction of a spin $S > \frac{1}{2}$ on the heteronuclear dipolar coupling between $S$ and a nucleus $I = \frac{1}{2}$, for example, $^{13}$C and $^{14}$N.22 We assume the dipolar interaction to be much smaller than the quadrupolar interaction. This case has been rather extensively explored using SPT (Refs. 22–31) and AHT (Ref. 32) but the results were not given in terms of irreducible tensors. The $H^{(0)}$ and $H^{(1)}$ terms of the Hamiltonian read as

$$H^{(0)} = H_Z^I + H_Z^S,$$

$$H^{(1)} = H_Q^I + H_Q^S,$$

$$H_Q^I = \omega Q \sum_m (-1)^m R_{2m} T_{2m},$$

$$H_Q^S = \omega S \sum_m (-1)^m R_{2m} T_{2m},$$

where $H_Z^I$ and $H_Z^S$ are the Zeeman interactions for spins $I$ and $S$, respectively, $H_Q^I$ is the spin $S$ quadrupolar interaction, $H_Q^S$ is the $I$-$S$ dipolar interaction, and $\langle 11 2 m | 11 2 m \rangle$ is the Clebsch–Gordan coefficient $\langle j_1 j_2 m_1 | j_1 j_2 M \rangle$. To first order the truncated interactions are given by the usual $m=0$ and $n=0$ terms $[H_Q^I \text{ and } H_Q^S]$. An example is the influence, in second order, of the quadrupolar interaction of a spin $S > \frac{1}{2}$ on the heteronuclear dipolar coupling between $S$ and a nucleus $I = \frac{1}{2}$, for example, $^{13}$C and $^{14}$N.22 We assume the dipolar interaction to be much smaller than the quadrupolar interaction. This case has been rather extensively explored using SPT (Refs. 22–31) and AHT (Ref. 32) but the results were not given in terms of irreducible tensors. The $H^{(0)}$ and $H^{(1)}$ terms of the Hamiltonian read as
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not give the expression for \( V^{(1)} \) since it does not involve cross terms and the main contribution comes from the quadrupolar interaction as in Eq. (14).

With this general tool, the second-order effects clearly show a lattice orientation behavior that is expanded as linear combinations of Wigner matrices of ranks 0, 2, and 4. Trajectories like DAS or DOR can readily be seen to average these anisotropy effects.

By using the appropriate formulas, the present method can be extended to some cases of degenerate systems, provided the number of levels remains small. However, for highly degenerate systems this procedure cannot be used and alternative approaches, for instance, the Van Vleck transformation, must be adopted. We now develop the VVT equations and treat in some detail the case of homogeneous dipolar broadening in a solid.

### III. Van Vleck Transformation in Terms of Irreducible Tensor Operators

VVT, which was first applied by Van Vleck to molecular spectroscopy calculations, is a perturbative method used to block diagonalize an operator having groups of degenerate eigenvalues. Block diagonalization means that no off-diagonal elements connect states of different unperturbed eigenvalues. However, no restrictions are set inside each eigenspace, which may be highly degenerate. In an operator formalism this is defined by

\[
H = H^{(0)} + H^{(1)} - W D W^T,  \tag{20}
\]

\[
[H^{(0)}, D] = 0, \quad \tag{21}
\]

\[
W W^T = 1, \quad \tag{22}
\]

where here we denote the tilting matrix by \( W \) to indicate that it does not completely diagonalize the Hamiltonian. As in SPT, the perturbation expansion can be written in operator form. The expansion of \( D \) is identical to Eq. (9), and it is convenient to expand \( W \) as

\[
W = \exp(iS^{(1)}) \exp(iS^{(2)}) \exp(iS^{(3)}) \cdots, \quad \tag{23}
\]

where the \( S^{(n)} \) are Hermitian operators whose magnitudes decrease as \( (|H^{(1)}|/|H^{(0)}|)^n \). Such an expansion is at variance with previous treatments, but simplifies later calculations. Keeping terms up to the second order, Eq. (20) is expanded as

\[
H^{(0)} + D^{(1)} + D^{(2)} + \cdots
= \{1 - iS^{(2)} + \cdots\} \{1 - iS^{(1)} + (iS^{(1)})^2/2 + \cdots\}
\]

\[
\times (H^{(0)} + H^{(1)}) (1 + iS^{(1)} + (iS^{(1)})^2/2 + \cdots)
\]

\[
\times (1 + iS^{(2)} + \cdots), \quad \tag{24}
\]

and by collecting the various orders yields

\[
D^{(1)} = H^{(1)} + [H^{(0)}, iS^{(1)}], \quad \tag{25}
\]

\[
D^{(2)} = [H^{(1)}, iS^{(1)}] + \frac{i}{2} [H^{(0)}, [H^{(0)}, iS^{(1)}]],
\]

\[
+ [H^{(0)}, iS^{(2)}] \tag{26}
\]

These operator equations do not define the \( D^{(n)} \) and \( S^{(n)} \) in a unique way [no more than Eqs. (20)–(22) define \( D \) and \( W \)]. Aside from the trivial case of adding \( \omega z \) to \( SC^{(1)} \) (equivalent to a phase factor on the eigenstates), any other operator commuting with \( H^{(0)} \) may be added to a given \( S^{(1)} \) to generate another solution. There is no easy way to solve Eqs. (25) and (26) in general. As in SPT, a solution for the \( D^{(n)} \) and \( S^{(n)} \) was initially given in terms of matrix elements which would eventually yield the expansions for \( D \) and \( W \) in terms of irreducible tensors. However, in some cases it is possible to directly generate an irreducible tensor solution to Eqs. (20)–(22).

For the case of homogeneous dipolar couplings, the Hamiltonians read as

\[
H^{(0)} = H_D = -\omega z \sum_i I_i^2 = -\omega z I_z. \quad \tag{27}
\]

\[
H^{(1)} = H_D = \sum_{i<j} \frac{1}{i} R_{i,j}^{(1)} T_{i,j}^{(1)} \sum_m H_m, \quad \tag{28}
\]

where \( i \) and \( j \) label the spin sites, and the \( R^{(1)} \) and \( T^{(1)} \) are the usual lattice and spin parts of the two-spin coupling. The decomposition of \( H_D \) into \( H_m \) introduced by Jeener is equivalent to the usual dipolar alphabet formalism, and can also be used to represent the quadrupolar interaction treated in Sec. II. An important property of the \( H_m \) is their behavior under rotations around \( Z \):

\[
[I_z, H_m] = im H_m. \quad \tag{29}
\]

As a consequence, another important easily proven relationship follows:

\[
(I_z, \prod_n H_{m_n}) = \left( \prod_n m_n \right) \left( \prod_n H_{m_n} \right). \quad \tag{30}
\]

The relationships in Eqs. (29) and (30) are the key elements to solving Eqs. (25) and (26) in terms of irreducible tensors.

If we set \( H^{(1)} = H_D = \sum_m H_m \) in Eq. (25), we see that the expression for \( D^{(1)} \) has nonsecular contributions \( (m \neq 0) \) coming from \( H^{(1)} \). Since \( D^{(1)} \) commutes with \( H^{(0)} \), as all \( D^{(n)} \), the commutator, \( [H^{(0)}, iS^{(1)}] \), must cancel the nonsecular terms.

Using this constraint, Eq. (27) and Eq. (29) can be combined to obtain a simple solution for \( S^{(1)} \):

\[
S^{(1)} = -\frac{i}{\omega z} \sum_{m \neq 0} H_m, \quad \tag{31}
\]

and thus,

\[
D^{(1)} = H_0, \quad \tag{32}
\]

where \( D^{(1)} \) is the well-known secular part. The solution for higher orders follows the same general procedure: the lower-order terms are inserted, the secular parts are assigned to \( D^{(n)} \), and \( S^{(n)} \) is tailored to cancel the nonsecular parts by using Eq. (30) in the commutator \( [H^{(0)}, iS^{(n)}] \).
For instance, to get the second-order expressions from Eq. (26), we first introduce $S^{(1)}$, given by Eq. (31), into the first two terms:

$$[H^{(1)}, iS^{(1)}] + \frac{1}{2} \left[ \frac{[H^{(0)}, iS^{(1)}]}{m} + \frac{[H^{(0)}, K_m]}{m} \right].$$

and we identify the secular terms as those with $m + n = 0$.

Thus

$$D^{(2)} = \frac{1}{\omega Z} \sum_{m > 0} \frac{[H_{-m}, K_m]}{m},$$

$$S^{(2)} = \frac{1}{2\omega Z} \left( \sum_{m \neq 0} \frac{[H_0, K_m]}{m} + \sum_{m \neq 0, n \neq 0} \frac{[H_{-m}, K_n]}{m(m - n)} \right).$$

Higher-order corrections, though more complicated, can be computed in a similar way.

Expressions for the VVT expansion to second order have already been found, but the tilting operator $iS^{(1)}$ was not given and the method could not be easily extended to higher orders. A method similar to our VVT operator expansion was previously used to compute $iS^{(1)}$. For homogeneously coupled spin-$J$ nuclei the second-order term $D^{(2)}$ [analogous to Eq. (34)] was shown to contain two different parts obtained when expanding the sums over the nuclear indices in the commutators. The first part contains two spin contributions, of the $I_L^{(2)} + H_L^{(2)}$ type, that only induce a shift of the transition and commute with $D^{(2)} - H_0$. The second part contains three spin contributions that do not shift the line and do not commute with $H_0$.

The VVT method is not restricted to the dipolar case and can be applied, for instance, to the quadrupolar case treated in the previous section. The prerequisite for VVT to be efficient is the possibility of expanding the perturbation $H^{(1)}$ into contributions which satisfy the commutation relation in Eq. (29). Indeed, the results of the two methods in Eqs. (13) and (14), and (34), and (31), respectively are identical for this case and, for higher-order contributions, VVT provides the results in a much simpler way.

However, in other cases, VVT may be cumbersome for second-order calculations (for instance, when different spins are involved) or not even tractable if we are interested in a full diagonalization of a degenerate Hamiltonian. (In this case SPT could be applied if the number of levels is finite).

IV. GENERATION OF AN EFFECTIVE HAMILTONIAN USING SPT OR VVT

As is well known, the description of a quantum-mechanical system (evolution, observation) is greatly simplified by choosing a reference frame in which the Hamiltonian is in diagonal (or block-diagonal) form. Furthermore, when applying coherent averaging procedures it is often necessary to introduce an interaction representation that, like a propagator, is more easily dealt with in a diagonal basis. Thus, if an exact diagonal form is available for the Hamiltonian, all the calculations can be carried out in the corresponding diagonal reference frame. However, if only approximate diagonalizations are available, it is important to know to what extent this affects the various operations to be carried out. As we shall see, for a given system, different levels of approximation may be necessary depending on the kind of observation and irradiation procedures involved in the experiment.

To analyze the effect of the various approximations, the general procedure is to write the desired equations in the diagonal frame (also referred to as the tilted frame) and then introduce the required perturbation expansions. If the Hamiltonian is diagonalized by a decomposition like Eq. (20), any operator $A$ will be transformed to the tilted frame by the general rule

$$A \rightarrow A^* = W^* A W.$$

Of course, in the particular case of the Hamiltonian, we have $H = H^* = D$. In NMR, where the main contribution to the Hamiltonian is the Zeeman interaction, the analysis is simplified by two arguments. First, the application of Eq. (36) is simplified by a perturbation expansion of the operator $W$ in terms of irreducible tensors. Second, the Hamiltonian $H^* = D$ retains the general structure of the $I_Z$ manifolds since it is reduced to the Zeeman interaction in zeroth order. This last statement is obvious but important because it implies that any NMR experiment can be analyzed with the same concepts and tools (rotating frames, averaging techniques, multiple quantum coherences, etc.) that are currently applied to the usual situations (where only first-order expansions without tilting are used). Thus, the system can be described by an effective Hamiltonian, given in the Zeeman eigenbasis by $H^* = D$. However, in this new representation all the operators (density matrix, radio frequency couplings, etc.) are modified by the tilting and may display some unusual properties.

Let us demonstrate this in the simple case of the observation of the free-induction decay. If the initial density matrix is $\rho(0)$ and the observable is $I_X$, the signal is given by

$$M(t) = \text{Tr} \left[ e^{-iHt} \rho(0) e^{iHt} I_X \right] = \text{Tr} \left[ \rho^*(0) e^{iH^* t} I_X e^{-iH^* t} \right],$$

and the second expression can be reinterpreted as the signal in a Zeeman eigenstate basis with a purely diagonal Hamiltonian $H^*$, but with modified initial density matrix and observable. The various possible transitions between levels of $H^*$ define the frequency spectrum of $M(t)$, where the amplitudes are proportional to the matrix elements of $I_X$. Thus, the usual $\Delta m = \pm 1$ selection rule, associated with pure $I_X$, does not apply in general.

However, in standard NMR experiments, the signal is observed with a tuned circuit that selects a band of frequencies around some definite $\Delta m$ value. Although a general Fourier analysis of $M(t)$ is not easy, the perturbation expansion of the tilting operator $W$ in irreducible tensor form provides a simple decomposition as a function of $\Delta m$. 

For instance, by expanding $W$ [Eq. (23)] to first order, and then $I_X^p$ [using Eq. (36)], $M(t)$ can be given as

$$M(t) \approx \text{Tr}[\rho(0)e^{iHt/I_X^p}I_Xe^{-iHt}] + \text{Tr}[\rho(0)e^{iHt/I_X^p}[I_X, IS^{(1)}]e^{-iHt}],$$

(38)

where the $S^{(1)}$ terms have been regrouped into a commutator. To zeroth order in $W$ the usual $\Delta m = \pm 1$ rule now applies, and to a small error in the amplitudes we can thus calculate the Zeeman spectrum using the untitled operators and the diagonal effective Hamiltonian, $H^e$, which in turn can be approximated to any given order. This picture, in which $H^e$ and $W$ are not expanded to the same order, is well suited to NMR experiments, where the frequency resolution can be very high, but the amplitudes of the signals are seldom very accurate.

Equation (38) is also well suited to extract overtones, i.e., contributions other than the $\Delta m = \pm 1$ transitions. These occur to the lowest order from the first-order correction to $W$, through the term containing $[I_X, IS^{(1)}]$ in Eq. (38). For a homonuclear system, $S^{(1)}$ is expanded according to Eq. (23), yielding

$$[I_X, IS^{(1)}]=\frac{1}{i\omega_Z} \sum_{m \neq 0} \frac{[(I_+ + I_-), H_m]}{m},$$

(39)

$$=\frac{1}{2\omega_Z} \left([-I_+, H_1] - [-I_+, H_{-1}] + \sum_{m \neq 0} \frac{[I_+, H_m] - [I_-, H_m]}{2} \right) + [I_+, H_1] - [I_-, H_{-1}]],$$

(40)

where the terms with $\Delta m = 0, \pm 1,$ and $\pm 2$ have been regrouped. Thus we see that the $[I_X, IS^{(1)}]$ contribution to the signal will contain zero to two quantum coherences, of which only the $\Delta m = \pm 2$ will be retained in an overtone experiment, and the corresponding signal will then be

$$M_{\text{overtone}}(t) \approx \text{Tr}[\rho(0)e^{iH_{rf}/2}[I_+, H_1] - [I_-, H_{-1}]e^{-iH_{rf}t}].$$

(41)

As in the case of the Zeeman transition we see that the Hamiltonian is diagonal and can be expanded to any order. However, the effective observable is now $(1/2\omega_Z)[[I_+, H_1] - [I_-, H_{-1}]]$ instead of $I_X$.

The addition of a time-dependent perturbation to the Hamiltonian can be handled in a similar manner provided the magnitude of the time dependent perturbation is small compared to the time-independent part of the Hamiltonian. Let us demonstrate this for the case of rf irradiation. In the tilted representation [Eq. (36)], the Hamiltonian for an rf field of magnitude $2\omega_{rf} = 2\gamma B_{rf}$ along $X$ can be written as

$$H_{rf}^e(t) = 2\omega_{rf}\cos(\omega t)I_X^p - \frac{\omega_{rf}}{2} (e^{i\omega t} + e^{-i\omega t}) \times \left(\langle I_+ + I_- \rangle + \sum_{m \neq 0} \frac{[I_+, I_-], H_m]}{m\omega_Z}\right),$$

(42)

where the second expression was obtained by again expanding the tilting operator, $W$, to first order using Eqs. (36), (23), and (31). As in the procedure used in the untitled Zeeman case, the effect of the pulse is analyzed in a rotating frame, defined by the unitary transformation $e^{-i\omega t'/2}$.

$$A^e \rightarrow A^e = e^{-i\omega t'} A e^{i\omega t'} = e^{-i\omega t'} WA W e^{i\omega t'}.$$

(43)

We shall refer to this representation as the “rotating tilted frame,” which should not be confused with the “tilted rotating frame” introduced in the analysis of multiple-pulse experiments. The transformed density matrix $\rho^t(t)$ does not contain any high-frequency components, because it evolves under the Hamiltonian

$$H^e + \omega I_Z$$

(44)

(since $I_Z$ and $H^e$ commute, $H^e$ is reduced to the offset and the local interactions). The effective rf Hamiltonian is obtained from the static parts of Eq. (42) after transformation to the tilted rotating frame using

$$e^{-i\omega t'} I_\pm e^{i\omega t'} = e^{i\omega t'} I_{\pm}, \quad e^{-i\omega t'} H_m e^{i\omega t'} = e^{-i\omega t'} H_m e^{i\omega t'},$$

(45)

[the second relation is the integrated form of Eq. (29)]. This yields the effective rf Hamiltonian in the rotating tilted frame

$$H_{rf}^e = \omega_{rf} \left( I_X^p + \frac{1}{4\omega_Z} (- [I_+, H_{-2}] + [I_-, H_2]) \right)$$

(46)

$$= \omega_{rf} \left( I_X^p + \frac{1}{2\omega_Z} [I_X, H_2 + H_{-2}] \right),$$

(47)

where the last expression is deduced using the fact that $[I_+, H_{-2}] = 0$.

Similarly, the effect of rf irradiation at the overtone transition frequency can be deduced. Using a $\cos(2\omega t)$ time dependence of the rf field in Eq. (42) and again using Eq. (45), the static part is

$$H_{rf}^e = \frac{\omega_{rf}}{2\omega_Z} [[I_+, H_1] - [I_-, H_{-1}]].$$

(48)

As expected the zeroth-order term vanishes leaving the first-order term as the leading contribution. Except for the magnitude $\omega_{rf}$, Eq. (48) is equal to the overtone observable given in Eq. (41). Although the underlying physical phenomena are different, this is not surprising since both the rf and the observable involved the $I_X$ operator in a tilted frame where we applied the same mathematical formalism based on a filtering of the Zeeman frequency multiples.
V. STATIC PERTURBATION THEORIES AND ROTATING SAMPLES

In Sec. IV we introduced the tilted representation and the corresponding effective Hamiltonian \( H^* \). In this representation most experiments can be described, even when higher-order effects are present, within the convenient theoretical environment of fully diagonal interactions (similar to the treatment of first-order perturbations encountered in more common NMR situations). Just as was done to obtain the effective pulse Hamiltonian in Eqs. (47) and (48), a rotating frame can be introduced to eliminate the time dependence due to the Zeeman interaction. In this rotating tilted frame, the system is described by a Hamiltonian \( H' \), as in Eq. (44), which contains only the truncated local interactions. Thus, pulse averaging experiments can be analyzed with the usual tools, e.g., average Hamiltonian theory or secular averaging theory,\(^\text{11,37,38}\) applied to \( H' \) and the rf-field coupling. At this point, the tilting procedure has no other effects, since the tilting operator \( W \) is constant. However, for averaging processes involving sample reorientation (e.g., MAS, DAS, and DOR) the tilting becomes time dependent and deviations from this description can be expected.

In order to study the effects of a time-dependent tilting operator, we begin with the Liouville–von Neumann equation in the laboratory frame and a time-dependent Hamiltonian \( H(t) = H^{(0)} + H^{(1)}(t) \), where the local interaction, \( H^{(1)}(t) \), is rendered time dependent by the sample motion. Following a derivation adapted from Messiah,\(^\text{39}\) we apply a block-diagonalization technique to \( H(t) \) for each value of \( t \) (for instance, the VVT perturbation expansion presented in the previous section). The corresponding time-dependent tilting operator \( W(t) \) defines the usual tilted representation via Eq. (36) for each value of \( t \); in this representation the Liouville–von Neumann equation becomes

\[
\frac{d\rho^*(t)}{dt} = [D(t) + C(t), \rho^*(t)],
\]

where

\[
C(t) = -i\hbar \dot{W}(t) W(t)
\]

and \( \dot{W}(t) = dW(t)/dt \). Compared to the static case, the effective Hamiltonian contains the additional term \( C(t) \), the magnitude of which depends on both the amount of tilting and the speed of the motion.

Almost all cases of interest for NMR with sample reorientation fall into the adiabatic limit, defined as the vanishingly slow variation of \( H(t) \) or, practically, as the vanishingly small ratio of the sample reorientation frequency to the NMR transition frequency. Since the former is typically on the kHz scale while the latter is typically of order MHz, the limit is achieved. In the adiabatic limit we have \( |C(t)| \ll |D(t)| \), and a perturbation technique can be applied to the integration of Eq. (49). In first order, \( D \) truncates \( C \) for every value of \( t \), and only the block diagonal part of it, \( B = C_{\text{diag}} \), has to be retained. \( B \) is in fact the operator analog of Berry's phase\(^\text{40,41}\) if the system is non-degenerate or the non-Abelian generalization of Berry's phase if it is degenerate.\(^\text{42}\) The term \( B \) arises from the fact that the global geometry of the parameter space describing the spin eigenstates is not flat, and as states evolve in this space they acquire twists (phase shifts) due to the geometry, in addition to the phase shifts due to the dynamic evolution \( D(t) \). Put another way, the term \( B \) reflects properties of the path followed by the system parameters as they are changed and not the amount of time spent traversing the path (as long as the adiabatic limit is maintained). Deviations from adiabaticity can be handled using perturbation expansions similar to VVT,\(^\text{39}\) in this case some mixing of the eigenstates of \( D \) occurs, corresponding to excitation of transitions due to \( C(t) \). This mixing blurs the respective assignment of dynamic and geometric evolution to \( D(t) \) and \( C(t) \). In the following, however, we shall only consider the adiabatic limit since it is satisfied in almost all NMR applications involving sample reorientation. Note that the geometric term has been discussed in several previous studies of high-field NMR experiments on rotating solids.\(^\text{35-43}\)

The size of the effects introduced by \( C(t) \) depends on the amount of tilting, that is, on the extent to which the Zeeman basis defined by the external magnetic field fails to coincide with the eigenvectors of the total Hamiltonian. The limiting case of this failure is pure NQR for which there is no external field. In this case, as has been shown experimentally,\(^\text{46,47}\) the spectrum of a rotating sample is qualitatively different from that of a static one: sharp resonances of the static sample split into a finite constant number of sidebands with spacings irrationally related to the spinning frequency. The other limit is zero tilting, realized when higher-order effects are completely negligible. This limit covers, for example, most \(^{13}\)C spectra of organic solids.

For most high-field NMR experiments, the tilting, if nonzero, is small, and the perturbation expansion of \( W \) to second order [Eq. (23)] yields

\[
C(t) = \hat{S}^{(1)}(t) + \hat{S}^{(2)}(t) + i[^{1/2}S^{(1)}(t), S^{(1)}(t)]/2 + \cdots.
\]  

Since the leading term of \( D \) is the Zeeman interaction, VVT can be applied to the perturbation \( C, S^{(1)} \), and \( S^{(2)} \) as given in Eqs. (31) and (35), are off diagonal and thus the diagonal part of the commutator term in Eq. (51) is the leading term in the expansion of \( B(t) \) and is

\[
B^{(1)}(t) = \frac{i}{2 \omega Z} \sum_{m \neq 0} \frac{[\hat{H}_{-m}(t), \hat{H}_m(t)]}{m^2}.
\]  

For example, in the case of a nucleus of spin greater than \( \frac{1}{2} \) with a quadrupole coupling, as considered in Eq. (11), we find

\[
B^{(1)}(t) = \frac{i}{2} \frac{\omega Q}{\omega Z} \sum_{m \neq 0} \frac{R_{2m}(R_{2m})}{m^2} [T_{2m}, T_{2m}].
\]
The spin part of this term is equivalent to that of the second-order quadrupolar shift in Eq. (13) and induces shifts of the observed transitions. Since for spinning samples \( |\mathbf{R}_{2m}| \sim \omega_R \), with \( \omega_R \) the spinning frequency, shifts of the resonances lines due to \( B^{(1)} \) are of order \( \omega_R (\omega_Q/\omega_Z)^2 \).

Several aspects of this result are worth pointing out. The first is that \( B^{(1)} \) represents only the leading term in powers of \( |\mathbf{R}|^{(1)} \) of the phase shifts due to the geometric evolution. Secondly, we note that the shifts of the resonances due to \( B(t) \) are in a sense artifacts of the rotation, in that they are not intrinsic to the local interactions of the spins but rather occur only in spinning samples; if these shifts are not removed, erroneous determinations of local interaction parameters, e.g., \( e^2 q Q / \hbar \omega \), will be made (although as we show later the size of the shifts in practical cases is small). Incidentally, it should also be noted that the small tiltings found in NMR extend the range of the adiabatic behavior. Indeed, for \( C(t) \) to be truncated in first order by \( D(t) \), only its off-diagonal terms need to be negligible compared to \( \omega_Z \). According to the expansion in Eq. (51), this is equivalent to \(|\Delta^{(1)}| < \omega_Z \) or \( \omega_R \omega_Z / \omega_Q \) in the case of the quadrupolar interaction.

The integration of Eq. (49) is not simple, in general, since typically \( D(t) \) and \( C(t) \) do not commute with themselves or each other at all times. However, \( D \) is in block-diagonal form, with the Zeeman interaction as the leading term and in the adiabatic limit \( B \), the block-diagonal part of \( C \), is retained. As done previously for the case of a static sample, a rotating frame representation given by Eq. (43) can be introduced, where \( D' = D + \omega I_Z, B' = B \), and the propagator is

\[
U(t) = T \exp \left( -i \int_0^t [D'(s) + B(s)] ds \right). \tag{54}
\]

This expression can be simplified in two important cases. If the sample motion is fast enough, dynamic averaging techniques such as AHT, can be applied to obtain an effective static Hamiltonian. In first order one gets

\[
\langle D'(s) + B(s) \rangle^{(1)} = \langle D'(s) \rangle^{(1)} + \langle B(s) \rangle^{(1)}, \tag{55}
\]

and averages of cross terms enter at higher order. Since typically \( |B| \ll |D'| \), most of the Berry's phase effects are described by the first-order term which is decoupled from \( D' \). Another important simple case is found in nondegenerate systems, for which the time ordering of Eq. (54) can be ignored, regardless of the modulation speed. For this case

\[
U(t) = \exp \left( -i \int_0^t [D'(s) + B(s)] ds \right)
\]

\[
= \exp \left( -i \int_0^t D'(s) ds \right) \exp \left( -i \int_0^t B(s) ds \right), \tag{56}
\]

the Berry's phase contribution is again factored out, here rigorously since \( [D', B] = 0 \).

A general treatment of a sample undergoing cyclic motion (as in MAS, DAS, and DOR) can be effected by Fourier analyzing the \( H_m(t) \) as

\[
H_m(t) = \sum_p H_{m,p} e^{-i\omega_p t}. \tag{57}
\]

Then, the Berry's phase contribution to the average Hamiltonian in first order can be extracted from Eq. (52) as

\[
\langle B \rangle^{(1)} = -\frac{\omega_R}{2\omega_Z} \sum_{p \neq 0} \frac{p[H_{m-p,m} H_{m,p}]}{m^2}. \tag{58}
\]

Similarly to Eq. (53), in the case of a quadrupolar nucleus of spin greater than \( 1/2 \) this expression yields

\[
\langle B \rangle^{(1)} = \frac{\omega_R}{2} \left( \frac{\omega_Q}{\omega_Z} \right)^2 \times \sum_{m \neq 0} \frac{p K_{2,m,p} K_{2,-m,-p} [I_{2-m} I_{2-m}]}{m^2}. \tag{59}
\]

We have evaluated this expression numerically for the parameters used in Fig. 1, and show in Table I its effect on the resonance positions. The results of the exact calculation reflect what would be observed experimentally for these parameters, namely, the exact solution of the Liouville-von Neumann equation. Such a solution includes the dynamic effects due to the local parameters of the spin system (the measurement of which is typically the goal of the NMR experiment) and the geometric effects of sample motion (these effects are artifacts, as far as accurate measurement of the nuclear parameters is concerned). The SPT calculation includes second-order effects but neglects all geometric effects. The difference between these calculations arises from higher-order dynamic terms and the geometric term. Comparison of the differences with \( \langle B \rangle^{(1)} \) shows that the leading-order geometric correction accounts for much of the discrepancy between the exact and SPT line positions. Moreover, the agreement improves at faster spinning speeds. This trend can be understood by realizing that the third-order term of SPT is of size \( \omega_R (\omega_Q/\omega_Z)^2 \) (4.2 Hz for these parameters), which means that at slow spinning speeds \( (\omega_R < \omega_Q) \) it is the dominant correction, while for fast spinning the Berry's phase term is dominant.

For "typical" experimental parameters of \( I = 3/2, v_Z = 50 \) MHz, \( e^2 q Q / \hbar \sim 3 \) MHz, and \( v_R = 5 \) kHz, the leading term of the geometric shift of the central transition is 1.4 Hz, assuming the same orientation of the PPS as was used in the simulations (the third-order SPT term is of the order of 100 Hz). For powder samples, each crystallite will follow a different trajectory, and will thus acquire a different shift.

<table>
<thead>
<tr>
<th>Rotor Freq. (Hz)</th>
<th>Exact (Hz)</th>
<th>SPT (Hz)</th>
<th>Exact SPT (Hz)</th>
<th>( \langle B \rangle^{(1)} ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>390.6</td>
<td>390.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>196.3</td>
<td>195.3</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td>50 000</td>
<td>231.3</td>
<td>195.3</td>
<td>36</td>
<td>39</td>
</tr>
</tbody>
</table>

TABLE I. Shifts of the central transition as a function of spinning frequency. Parameters are as in Fig. 1. Shown are the line positions of the exact calculation and the second-order SPT calculation (the latter is based on \( W = 1 \); see text). Shown also are the differences between these calculations and the line shifts induced by the leading geometric correction to the SPT calculation.
The geometric term therefore broadens powder patterns, but of course by only a small amount in realistic cases. In practical applications it can be disregarded and the theoretical framework becomes equivalent to that of a static sample, as explored in the previous section, in which the tilting of the eigenstates is neglected.

We close this section by noting that it is likely that the term C represents the fundamental limit of resolution for experiments designed to remove second- and higher-order quadrupolar broadening, such as DAS and DOR. These experiments exploit the symmetries of the eigenvalues of the second-order quadrupolar Hamiltonian; if the geometric term breaks these symmetries, a small residual line broadening will remain. These ideas are currently being investigated quantitatively.

VI. DIFFICULTIES WITH AHT APPROACH TO TRUNCATION

In this last section we will highlight some of the problems associated with the AHT approach to truncation. We begin by describing in what sense AHT provides the "correct answer." The procedure when using AHT for truncation is to first convert the Hamiltonian into the rotating frame,

$$H(t) = e^{iH_zt}H^{(1)}e^{-iH_zt} = \sum_m H_m e^{-im\omega t},$$

where it becomes time dependent and then average it with AHT over the Larmor period, $$t_L = \frac{2\pi}{\omega L}$$, to obtain the truncated Hamiltonian $$\langle H \rangle = \langle H^{(1)} \rangle + \langle H^{(2)} \rangle + \cdots$$, to whatever order is necessary. To second order one obtains,

$$\langle H \rangle = H_0 + \sum_{m>0} \frac{[H_{m}, H_m]}{m\omega L} + \sum_{m<0} \frac{[H_0, H_m]}{m\omega L} + \cdots,$$

The problem with the AHT approach to truncation comes from the assumption that all the observable transitions are actually being observed. This assumption coupled with the stroboscopic nature of AHT results in a folding of multiple quantum transitions into the single quantum spectrum. To emphasize these points an additional set of exact SPT and AHT simulations sampled at multiples of the Larmor period was performed and is shown in Fig. 2. Details of the simulation are given in the Appendix and in the caption of Fig. 2. In all three simulations the spectrum consists of three main Zeeman allowed transitions and three Zeeman forbidden transitions of much less intensity which arise from multiple-quantum transitions that are folded into the spectral window. Both AHT and SPT correctly reproduce all of the frequencies and amplitudes of the exact simulation.

However, while the Zeeman forbidden multiple quantum transitions can be unfolded in the exact and SPT simulations simply by increasing the spectral window, this is not the case in the AHT simulation which must be sampled at multiples of the Larmor period. The multiple quantum lines in the AHT simulation cannot be unfolded with a dwell time shorter than the Larmor period and, in place of AHT, Floquet theory is needed to separate the signal contributions from the different transition orders. Floquet theory, as described by Maricq, requires the calculation of an additional time-dependent operator, $$P(t)$$, to yield the effective propagator in the rotating frame,

$$\tilde{U}_P(t) = P(t)e^{-i\langle H \rangle t},$$

which is valid at all times. When compared to the propagator obtained from SPT or VVT in the rotating frame,

$$\tilde{U}_{VVT}(t) = e^{iH_zt}e^{-iD^Z}W^A_t = e^{iH_zt}e^{-iH_zt}W^A_t e^{-iD^Z}W^A_t,$$

one can see the equivalence of these two approaches by setting $$P(t) = e^{iH_zt}e^{-iD^Z}W^A_t$$ and $$\langle H \rangle = WD^Z W^A_t$$. Note that under conditions of stroboscopic sampling at multiples of $$t_L$$, both propagators reduce to the AHT propagator with the effective Hamiltonian given by Eq. (61), which is equivalent to a second-order expansion of $$WD^Z W^A_t$$,

$$\langle H \rangle = WD^Z W^A_t = D^{(1)} + D^{(2)} + \cdots.$$

Thus, the truncated Hamiltonian obtained from AHT is correct but, of course, results in spectra that would never be observed in practice since the typical bandwidth of an NMR spectrometer is too small to allow signals over many
megahertz to be aliased into the spectrum. It should be noted, however, that SPT has an advantage over Floquet theory that the perturbation expansion of $W$ in irreducible tensor form allows one to analytically separate the signal contributions from the different transition orders, thus avoiding the short dwell times needed to prevent aliasing of the multiple quantum transitions. When only Zeeman-allowed transitions are needed, $W$ can be simply 1, and only the calculation of $D$ is required. Floquet theory, however, requires the additional calculation of $P(t)$ even for Zeeman-allowed transitions.

We now focus on the difficulties in treating sample motion when using a truncated Hamiltonian obtained from AHT. If the sample rotation period, $t_R$, is much larger than the Larmor period, $t_L$ (a condition equivalent to the adiabatic condition discussed in Sec. V), then the approach taken by others\textsuperscript{4,11,12} is to introduce the time dependence due to sample motion into Eq. (61) to obtain

$$
\langle H \rangle (t) = H_0(t) + \sum_{m=0}^{\infty} \frac{[H_{-m}(t), H_m(t)]}{m \omega_L} + \cdots, \tag{65}
$$

and then apply AHT to this expression to obtain an effective time-independent Hamiltonian averaged over the sample motion. This approach is similar to the "second averaging" method\textsuperscript{11} where averaging processes of different time scales are treated successively.

The difficulty with this approach is that Eq. (65), just like Eq. (61), has the constraint that it can only be evaluated at integer multiples of the Larmor period. This constraint imposes a discreteness on the motion so that instead of describing a sample undergoing continuous motion, Eq. (65) describes a sample hopping at integer multiples of $t_L$ between discrete orientations on the trajectory of the continuous motion. When the AHT truncation is only taken to first order, then the approximation of continuous motion by discrete hops at integer multiples of $t_L$ is a valid one. However, when the AHT truncation is taken beyond first order, the approximation of continuous motion by discrete hops at integer multiples of $t_L$ requires such restrictive constraints over the normal adiabatic constraints that Eq. (65) has limited utility.

Without making any restrictive assumptions on the motion or the order of the perturbation expansions, we can show the conditions under which Eq. (65) fails to provide a valid approximation for treating sample motion when higher-order truncations are present. As a starting point we introduce the time dependence due to sample motion into Eq. (64), which we showed earlier to be equivalent to Eq. (61), to obtain

$$
\langle H \rangle (t) = W(t) D'(t) W^\dagger(t)
= D^{(1)}(t) + D^{(2)}(t) + i[D^{(1)}(t), S^{(1)}(t)] + \cdots \tag{66}
$$

which is equivalent to Eq. (65). The sample motion, which induces the time dependence of the tilting operator $W(t)$, can be taken into account using a tilted representation, as was done in Sec. V. As in Eq. (49), an effective Hamiltonian in the "tilted rotating frame" can be introduced,

$$
\langle H \rangle^*(t) = D'(t) + C(t), \tag{67}
$$

where $C(t)$ is again defined as in Eq. (50). This Hamiltonian describes the system motion in a "tilted rotating frame" that must not be confused with the rotating tilted frame introduced previously, nor with the usual tilted rotating frame used in multiple-pulse experiments.\textsuperscript{11,12} Following the derivations in Sec. V, the propagator in the rotating frame can be given as

$$
\tilde{U}_{\text{AHT}}(n t_L) = W(n t_L) e^{-i \int_{0}^{n t_L} [D'(t) + C(t)] dt} W^\dagger(0). \tag{68}
$$

In contrast, in the adiabatic limit the rigorous expression, deduced from Eq. (54), for the propagator in the rotating frame and sampled at multiples of the Larmor period is

$$
\tilde{U}_{\text{exact}}(n t_L) = W(n t_L) e^{-i \int_{0}^{n t_L} [D'(t) + B(t)] dt} W^\dagger(0), \tag{69}
$$

where $B(t)$ is the Berry's phase term. In Eq. (69) $B(t)$ is obtained in lowest order from truncation of $C(t)$ by $D(t)$, as shown by the Liouville von Neumann equation in the laboratory frame [Eq. (49)]. However, in the AHT case [with the Hamiltonian in Eq. (67)], the truncation of $C(t)$ in the propagator of Eq. (68) is determined by $D'(t)$ which does not contain the Zeeman interaction. Thus, depending on the rotation speed and the structure of the interaction Hamiltonian $D'(t)$, AHT yields a pseudo-Berry's phase term that can deviate significantly from the $B(t)$ predicted by the rigorous description.

For instance, let us examine the simple case of a quadrupolar nucleus of spin \(1/2\) (as used in our simulations). Obviously, $C(t)$ can be nonzero only when perturbative corrections beyond first order are required. Since the eigenstates of $D'(t)$ and $H_Z$ are identical (i.e., they commute), $C(t)$ will be truncated in the same way by $D'(t)$ in Eq. (68), as it is by $H_Z$ in Eq. (49). Using the expansion of $C(t)$ in Eq. (51) the AHT description in Eq. (68) matches the rigorous propagator of Eq. (69) if $S^{(1)}(t) \propto \alpha_0 \omega_0$ or $\omega_0 \propto \alpha_0$. For spinning speeds higher than $\omega_0$, Eq. (68) may become dominant with respect to $D'(t)$, resulting in the truncation, at least partially, of $D'(t)$ by $C(t)$. The resulting change of $D'(t)$ may yield significant distortions of the spectrum as shown by the AHT simulations of Fig. 1. In the case of a highly degenerate system (e.g., homogeneous dipolar couplings), this "pseudoadiabatic" condition is much more restrictive and the description yielded by AHT is even less efficient.

As mentioned earlier, the physical picture that Eq. (65) describes is not a continuous motion but rather is a discrete hopping at integer multiples of the Larmor period along the path of the continuous trajectory. To illustrate this point, exact and AHT simulations of a sample hopped in discrete steps of $\alpha_0 / t_L$ radians along the MAS trajectory and sampled at integer multiples of the Larmor period are shown in Figs. 3(a) and 3(b), respectively. Details of the simulation are given in the Appendix and in the caption of Fig. 3. The AHT simulation which employs the Hamil-
FIG. 3. Exact and AHT simulations of the NMR transitions of a single-crystal sample, containing equivalent uncoupled quadrupolar nuclei of spin \( \frac{1}{2} \) hopping along the MAS trajectory at multiples of At = \( t_z/100 \). In (a) the exact Hamiltonian was employed to describe a sample hopping along the MAS trajectory at multiples of \( t_z/100 \). In (b) the AHT Hamiltonian given by Eq. (65) was employed to describe a sample hopping along the MAS trajectory at multiples of \( t_z/2000 \). In (c) the exact Hamiltonian was employed to describe a sample hopping along the MAS trajectory at multiples of \( t_z/20 = t_z/1000 \). In the last case the smaller \( t_z \) provides a good approximation for a continuous motion about the magic angle.

The Hamiltonian of Eq. (65) correctly reproduces all of the frequencies and amplitudes in the exact simulation of a sample hopping at integer multiples of the Larmor period. While smaller steps can be employed in an exact simulation to obtain better approximations of continuous motion, as shown in Fig. 3(c), smaller steps will not provide a better approximation of continuous motion when using the AHT Hamiltonian of Eq. (65). Although the discrete-jump effects obtained in Figs. 3(a) and 3(b) would be difficult to achieve experimentally, they should be carefully considered when performing simulations that involve continuous sample motions. To compute an effective propagator in the case of continuous sample motion, the usual approach consists of approximating the continuous motion as a succession of equal, small discrete jumps, where the Hamiltonian is static for a time \( \Delta t \). In the limit where \( \Delta t \) goes to zero, this approximation becomes exact. The intuitive constraint might be that \( \Delta t \) be much smaller than the spinning period, \( t_\theta \). This is indeed a valid constraint if the eigenstates of the Hamiltonian are time independent or if the total propagator can be separated into a dynamic part and a geometric part using the adiabatic approximation described in Sec. V. However, in our exact simulations no adiabatic approximation is made and a single propagator is derived from the complete time-dependent Hamiltonian, and erroneous results could be obtained unless the much more stringent condition \( \Delta t < t_\theta \) is employed.

Although the “second averaging”\(^{11}\) approach should not be applied using Hamiltonians truncated to higher order with AHT [e.g., Eq. (65)], it can be applied using a Hamiltonian truncated only to first order with AHT since, in this case, the eigenstates will be time independent. When higher-order effects are present an accurate description for a spinning sample can be obtained from AHT provided that the “second averaging” assumption is avoided and the average of the Hamiltonian is calculated in one step over both the Larmor and rotor period. By expanding the time dependence of the complete Hamiltonian in the rotating frame as a Fourier series

\[
H(t) = \sum_{p,m} H_{p,m} e^{-ip\omega_d t} e^{-im\omega_z t},
\]

AHT can be applied to this expression to obtain an effective time-independent Hamiltonian averaged over the rotor period, where the rotor period is an integer multiple of the Larmor period. To second order AHT yields an effective Hamiltonian that correctly approximates the dynamic as well as the geometric evolution of the system when sampled stroboscopically at integer multiples of the rotor period.

VII. SUMMARY

We have attempted to present a general and consistent framework for treating higher-order truncations in NMR using SPT and VVT, and have illustrated this with a few examples. By exploiting the fact that the Zeeman interaction, a linear combination of \( I_z \) operators, is the dominant interaction in NMR, irreducible-tensor expansions for the tilting matrix \( W \) and the effective Hamiltonian in the tilted frame \( D \) are obtained. Irreducible tensor operators simplify these calculations since their commutation relationships with \( I_z \) are simple and matrix elements can be obtained using simple selection rules. Knowledge of \( W \) permits one to work in a diagonal frame where operators are modified and consequently display unusual properties (e.g., overtone excitation and detection). Coherent averaging techniques can also be applied in this diagonal frame in the same manner as they are when no tilting is present. In addition, the perturbative expansion of \( W \) allows the NMR signal to be “filtered” according to \( \Delta m \) transitions, thus avoiding aliasing problems when using small spectral widths. Sample motion, which creates a time-dependent diagonal basis, can be treated with these techniques using the adiabatic approximation to obtain the dynamic as well as geometric (Berry’s phase) evolution of the system. Finally, the difficulties associated with the AHT approach to truncation have been shown to be related to its stroboscopic nature, which aliases multiple quantum transitions into the single quantum spectrum. In addition, we have demonstrated how “second averaging” with AHT to treat multiple time dependencies can sometimes lead to problems when the higher-order effects are involved.
In conclusion, this formalism provides a coherent framework to carry out both analytical and numerical analysis on a wide variety of solid-state NMR experiments where the truncation by the Zeeman interaction involves higher-order effects, for instance, DAS, DOR, or overtone spectroscopy, as well as in more standard methods like MAS.
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APPENDIX: CALCULATIONS

1. Computation methods

In Figs. 1–3 we show simulations of the NMR transitions of a single-crystal sample, containing equivalent uncoupled quadrupolar nuclei of spin $\frac{3}{2}$, spinning around the magic angle. The quadrupolar interaction is symmetric and its axis is oriented perpendicular to the spinner axis. The quadrupolar frequency ($\nu_Q = 25$ kHz) is low enough to observe significant effects at usual spinning speeds and the Zeeman frequency ($\nu_Z = 500$ kHz), although not practical in standard NMR, is chosen to yield significant second-order effects.

In all exact simulations the Hamiltonian contained the Zeeman and the complete untruncated quadrupolar interaction as given by Eqs. (10) and (11), respectively. Details on the SPT and AHT Hamiltonians used in the simulations are given in Figs. 1–3.

In cases of a time-dependent Hamiltonian (i.e., for continuous rotation of the sample), the evolution was approximated as a set of discrete evenly distributed orientations. For each orientation the Hamiltonian was static and the propagator for the corresponding time period of duration $\Delta t$ was obtained by numerical diagonalization. The $\Delta t$ used in each simulation is given in Figs. 1–3.

Using an initial density operator of $I_j$, application of successive propagators yielded an FID at a preselected dwell time. The FID was obtained from a trace of the density matrix in the rotating frame with $\frac{1}{2}$, and then zero filled, apodized, and Fourier transformed. When the density operator was propagated in the laboratory frame it was transformed into the rotating frame before taking the trace. It must be emphasized that for all cases the same computer code (except the rotating frame transformation performed prior to the trace) was used with only different Hamiltonians as matrix inputs.

2. Second-order quadrupole

To derive Eq. (13) from Eq. (9), we expand $E^{(2)}$ in the Zeeman eigenbasis $|j\rangle$.

$$E^{(2)}_j = \frac{1}{\nu_Z} \sum_{\not= k} \langle j | H_Q | k \rangle \langle k | H_Q | j \rangle \frac{1}{k-j}.$$  \hfill (A1)

Using the irreducible tensor expansion of $H_Q$ in Eq. (A1), we then get

$$E^{(2)}_j = \frac{\nu_Z^2}{\nu_Z} \sum_{m, m'} (-1)^{m+m'} R_{2-m} R_{2-m'} \langle j | T_{2,m} | k \rangle \langle k | T_{2,m'} | j \rangle \frac{1}{k-j}. \hfill (A2)$$

Now we apply the general selection rule for irreducible tensors,

$$\langle k | T_{2,m} | j \rangle = \delta_{k,j+m} \langle j+m | T_{2,m} | j \rangle,$$  \hfill (A3)

which restricts the sum over $k$ in Eq. (A2) to the cases where $k-j+m$ and $k=j+m$. The sum over $m$ and $m'$ is thus also restricted to $m+m'=0$ (with $m\neq 0$) giving

$$E^{(2)}_j = \frac{\nu_Z^2}{\nu_Z} \sum_{m \neq 0} R_{2-m} R_{2-m} \frac{1}{m} \langle j | T_{2,m} | j-m \rangle \langle j-m | T_{2,m} | j \rangle. \hfill (A4)$$

Using $|j-m\rangle \langle j-m| = 1 - \sum_{\not= j-m} |k\rangle \langle k|$, Eq. (A4) becomes

$$E^{(2)}_j = -\frac{\nu_Z^2}{\nu_Z} \sum_{m \neq 0} R_{2-m} R_{2-m} \frac{1}{m} \langle j | T_{2,m} T_{2,m} | j \rangle. \hfill (A5)$$

$T_{2,m} T_{2,m}$ is a diagonal operator in the Zeeman eigenbasis (transforming as $m=0$ tensors through rotations around Z) and, therefore, commutes with the diagonal projector $|j\rangle \langle j|$. Using Eq. (9) we obtain

$$D^{(2)} = -\frac{\nu_Z^2}{\nu_Z} \sum_{m \neq 0} R_{2-m} R_{2-m} \frac{1}{m} T_{2,m} T_{2,m}. \hfill (A6)$$

Splitting the sum over $m$ in Eq. (A6) into two equal parts and regrouping terms of opposite $m$ into commutators, we finally get Eq. (13).

Similarly, the expression for $V^{(1)}$ can be obtained by substituting Eq. (11) into Eq. (5) and obtaining

$$V^{(1)} = -\frac{\nu_Z^2}{\nu_Z} \sum_{m \neq 0} (-1)^m R_{2-m} \frac{1}{m} \langle k | T_{2,m} | j \rangle \frac{1}{k-j} \langle j | T_{2,m} | j \rangle.$$  \hfill (A7)

$$V^{(1)} = -\frac{\nu_Z^2}{\nu_Z} \sum_{m \neq 0} (-1)^m R_{2-m} \frac{1}{m} \langle j | T_{2,m} | j \rangle \langle j | T_{2,m} | j \rangle.$$  \hfill (A8)

3. Heteronuclear second-order dipole/quadrupolar

To derive Eq. (19) using the second-order expansion formulas in Eqs. (5) and (9) we start with $H^{(1)} = H_{Q}^{(2)} + H_{Q}^{(2)}$ in Eq. (5) and, as explained in the text, we only need to calculate the contribution of the cross terms:
Using the irreducible tensor expressions of the interactions in Eqs. (17) and (18), Eq. (79) then becomes

\[
\begin{align*}
D_Q^{E^{(2)}_{m, m', m''}} &= \sum_{m, m', m''} \frac{\langle m, m' | H_{m, m''} | m, m'' \rangle}{E_{m, m}^{(0)} - E_{m', m''}^{(0)}} + \sum_{m, m', m''} \frac{\langle m, m' | H_{m}^{O_{S}} | m, m'' \rangle}{E_{m, m}^{(0)} - E_{m', m''}^{(0)}}.
\end{align*}
\]

(A9)

Since \( \langle m | S_{m+} | m \rangle = 0 \), the sum over \( m \) is restricted to \( m = \pm 1 \) and the Clebsch-Gordan coefficient becomes \( \langle 110 | \pm 1 | 112 \pm 1 \rangle = 1/2 \). Again using \( \langle m, m, m | m, m, m \rangle \), we obtain

\[
D_Q^{E^{(2)}_{m, m', m''}} = \omega \omega' \sum_{m, m', m''} \frac{R_{m, m''}^2 R_{m'}^2}{m} \langle 110 | 112 | 110 | 112 | m, m, m \rangle \langle m, m, m | m, m, m \rangle.
\]

(A10)

Using \( [T_{1 \pm 1}, T_{2 \pm 2}] = \mp 3T_{2 \pm 2} \), we obtain

\[
D_Q^{E^{(2)}_{m, m', m''}} = \omega \omega' \sum_{m, m', m''} \frac{R_{m, m''}^2 R_{m'}^2}{m} \langle m, m, m | T_{1 \pm 1} T_{2 \pm 2} | m, m, m \rangle.
\]

(A12)

Substituting this into Eq. (9) we obtain Eq. (19).

In the usual SPT derivations found in the literature, the quadrupolar interaction is included in the unperturbed Hamiltonian \( H^{(0)} \). This makes the contribution of Eq. (19) appear as a first-order contribution of the dipolar coupling (together with the usual truncated term) over the sum of the Zeeman and quadrupolar interactions. Our approach is slightly different since only the Zeeman interaction is kept as the zeroth-order term. Although theoretically equivalent, the second procedure involves much simpler calculations because the irreducible tensors then display the adequate selection rules between unperturbed eigenstates.
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