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#### Abstract

Many linear inversion problems involving Fredholm integrals of the first kind are frequently encountered in the field of magnetic resonance. One important application is the direct inversion of a solid-state nuclear magnetic resonance (NMR) spectrum containing multiple overlapping anisotropic subspectra to obtain a distribution of the tensor parameters. Because of the ill-conditioned nature of this inverse problem, we investigate the use of the truncated singular value decomposition and the smooth least absolute shrinkage and selection operator based regularization methods, which (a) stabilize the solution and (b) promote sparsity and smoothness in the solution. We also propose an unambiguous representation for the anisotropy parameters using a piecewise polar coordinate system to minimize rank deficiency in the inversion kernel. To obtain the optimum tensor parameter distribution, we implement the $k$-fold cross-validation, a statistical learning method, to determine the hyperparameters of the regularized inverse problem. In this article, we provide the details of the linear-inversion method along with numerous illustrative applications on purely anisotropic NMR spectra, both synthetic and experimental two-dimensional spectra correlating the isotropic and anisotropic frequencies.
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## I. INTRODUCTION

Nuclear magnetic resonance (NMR), like other spectroscopies, is a probe of the local structure. To obtain these local structures from an experimental spectrum, one must (1) determine the underlying distribution of parameters $\mathbf{R}$ that quantify the tensorial interactions of the nuclear moments with local magnetic and electric fields and (2) have quantitative relationships for mapping the distribution of nuclear moment interaction parameters into local structure distributions.

Determining the parameters, $\mathbf{R}$, from an inhomogeneous NMR spectrum, ${ }^{1} s(v)$, usually begins by modeling the spectrum as a linear combination of $N$ simulated subspectra, each associated with a nuclear spin system with a specific set of nuclear moment interaction parameters, $\mathbf{R}$. In the case of an ordered sample, this linear combination can be written as

$$
\begin{equation*}
s(v)=\sum_{i=1}^{N} f_{i} \mathcal{K}\left(v, \mathbf{R}_{i}\right), \tag{1}
\end{equation*}
$$

where $v$ is the spectroscopic dimension and $\mathcal{K}\left(v, \mathbf{R}_{i}\right)$ represents a simulated subspectrum of a nuclear spin system with a given set of parameters $\mathbf{R}_{i}$. The population $f_{i}$ and parameters $\mathbf{R}_{i}$ of each spin system contributing to the spectrum are determined by a numerical least-squares analysis, comparing the simulated and experimental spectra.

In crystalline materials, this is traditionally performed as a nonlinear least-squares analysis due to the non-linear dependence of $\mathcal{K}\left(v, \mathbf{R}_{i}\right)$ on $\mathbf{R}$, with $N$ usually fixed to the minimum number of spin systems needed to obtain a good fit of the spectrum-a value expected to be consistent with the number of magnetically inequivalent sites in the crystal. In this traditional approach, each subspectrum is convolved with a Lorentzian line shape to account for finite transition lifetimes. More often than not, an additional ad hoc line broadening convolution with a Gaussian line shape is applied to each subspectrum to model the effects of structural disorder on the spectrum. Such structural disorder effects on a spectrum, however, are more realistically modeled with a continuous distribution of $\mathbf{R}$,
written as

$$
\begin{equation*}
s(v)=\int_{\mathbf{R}} f(\mathbf{R}) \mathcal{K}(v, \mathbf{R}) d \mathbf{R} \tag{2}
\end{equation*}
$$

where $f(\mathbf{R})$ is the continuous and multi-dimensional distribution of nuclear spin system parameters present within a sample.

Equations (1) and (2) suggest turning the traditional nonlinear least-squares problem into a linear one by considering only a basis set of pre-calculated subspectra, $\mathcal{K}(\nu, \mathbf{R})$, associated with some unknown parameter distribution, $f(\mathbf{R})$. Such linear problems ${ }^{2-4}$ are frequently encountered in a variety of biological ${ }^{4}$ and geological ${ }^{2,3}$ NMR applications, particularly relaxation measurements-spinlattice $T_{1}$, spin-spin $T_{2}$, diffusion $D$, and multi-dimensional correlations ${ }^{5,6}$ among them. The general challenge with this approach is that Eq. (2) is a Fredholm integral of the first kind, ${ }^{7}$ and the inverse of the forward computation, i.e., calculating $f(\mathbf{R})$ from $s(v)$, is often an ill-posed problem. ${ }^{8}$ Both Eq. (1) and, using a quadrature rule, ${ }^{7}$ Eq. (2) can be written as a matrix equation

$$
\begin{equation*}
\mathbf{s}=\mathbf{K} \cdot \mathbf{f} \tag{3}
\end{equation*}
$$

where $\mathbf{s}$ is a spectrum vector of length $m, \mathbf{f}$ is the model parameter vector of length $n$, and $\mathbf{K}$ is an $m \times n$ kernel matrix. With $d$ parameters in $\mathbf{R}$, one can imagine constructing a $d$-dimensional grid of amplitudes and a corresponding $d$-dimensional grid of basis subspectra. In this linear inversion problem, the $d$-dimensional grid of amplitudes are stacked into a one-dimensional model vector, $\mathbf{f}$, with the basis subspectra placed in the corresponding columns of the kernel matrix, $\mathbf{K}$.

In one of the earliest attempts to solve the inverse problem with an NMR spectra, Peterson et al. ${ }^{9-11}$ obtained the distribution of ${ }^{11} \mathrm{~B}$ quadrupolar coupling constants from the ${ }^{11} \mathrm{~B}$ static spectrum of a $\mathrm{B}_{2} \mathrm{O}_{3}$ glass using truncated singular value decomposition (TSVD). ${ }^{8}$ In this pioneering but overlooked work, they reduced the size of $\mathbf{f}$ with an unrealistic assumption for the basis set of subspectra-allowing only the quadrupolar coupling constant, $C_{q}$, to vary, while all other parameters such as the quadrupolar asymmetry and the shielding tensor parameters were ignored or held fixed. Obviously, a successful forward or inverse calculation requires having a complete basis set of $\mathcal{K}(v, \mathbf{R})$ for accurately modeling the spectrum. Numerous successful efforts when $\mathbf{R}$ contains only one parameter can be found in the solid-state NMR literature, such as the de-Paking of one-dimensional NMR spectra ${ }^{12-17}$ or obtaining one-dimensional angle distributions from two-dimensional NMR spectra. ${ }^{18}$

In the case of solid-state NMR spectra of dilute (isolated) spin $1 / 2$ nuclei, $\mathbf{R}$ would correspond to the three principal components of the symmetric part of the nuclear shielding tensor. These three parameters are re-expressed as the isotropic chemical shift, $\delta_{\text {iso }}^{(\mathrm{cs})}$, and two other parameters describing the anisotropy of the interaction. In the Haeberlen notation, ${ }^{19,20}$ these latter two parameters are represented by the nuclear shielding anisotropy, $\zeta_{\sigma}$, and asymmetry, $\eta_{\sigma}$. The form of $\mathcal{K}(v, \mathbf{R})$ would also depend on whether the measurement takes place under static, variable-angle spinning (VAS) or magic-angle spinning (MAS) conditions. The MAS basis subspectra become less distinguishable as spinning sidebands are eliminated with increasing rotor speeds. This leads to greater rank deficiency in
the kernel, $\mathbf{K}$, and, as expected, increased uncertainty in determining the distribution of the tensor parameters. On the other hand, the great advantage of faster MAS speeds is that $\mathbf{R}$ gets reduced to a single parameter, $\delta_{\text {iso }}^{(\mathrm{cs})}$, resulting in a simplified spectral analysis, albeit with a loss of the local structure information contained in the anisotropy parameters.

For dilute quadrupolar nuclei, $\mathbf{R}$ would include not only the three principal components of the symmetric part of the nuclear shielding tensor but also two principal components of the surrounding traceless electric field gradient (EFG) tensor as well as the three Euler angles specifying the relative orientation between the two tensors. For the subspectra of quadrupolar nuclei experiencing only first-order anisotropies, $\mathbf{R}$ gets reduced to a single parameter, $\delta_{\text {iso }}^{(\mathrm{cs})}$, when spinning sidebands are eliminated at sufficiently high MAS speeds. When second-order anisotropies are present, high MAS speeds can only reduce $\mathbf{R}$ down to $\delta_{\text {iso }}^{(\mathrm{cs})}$, the quadrupolar coupling constant, $C_{q}$, and the quadrupolar asymmetry parameter, $\eta_{q}$.

A major advantage of multi-dimensional NMR methods is that the influence of different subsets of nuclear moment parameters on the subspectra can be altered along different spectral dimensions. Thus, for the same set of $\mathbf{R}$, the multi-dimensional basis subspectra tend to be more distinguishable compared to the onedimensional basis subspectra, leading to less rank deficiency in the kernel, $\mathbf{K}$, and decreased uncertainty when determining the distribution of $\mathbf{R}^{21,22}$ Two-dimensional NMR methods that separate and correlate the isotropic and the anisotropic frequency contributions into orthogonal dimensions are often used to determine NMR tensor parameters. For uncoupled spin $I=1 / 2$ nuclei, this includes techniques such as 2D One Pulse (TOP) MAS, ${ }^{23,24}$ phase adjusted spinning sidebands (PASS), ${ }^{25-27}$ magic-angle turning (MAT), ${ }^{28,29}$ extended chemical shift (XCS) modulation, ${ }^{30,31}$ magic-angle hopping (MAH), ${ }^{32}$ magic-angle flipping (MAF), ${ }^{33}$ Recoupling Of Chemical Shift Anisotropy (ROCSA), ${ }^{34}$ and Variable Angle Correlation Spectroscopy (VACSY). ${ }^{35}$ For half-integer quadrupolar nuclei, this includes techniques such as dynamicangle spinning (DAS), ${ }^{36-38}$ multiple-quantum magic-angle spinning (MQ-MAS), ${ }^{39,40}$ and satellite-transition MAS (ST-MAS). ${ }^{41,42}$ A key feature of all these 2 D isotropic/anisotropic correlation spectraeither as acquired or after a shear transformation-is that the subspectral basis set needed to model an anisotropic cross section,

$$
\begin{equation*}
s\left(v \mid \delta_{\text {iso }}\right)=\int_{\mathbf{R}} \mathcal{K}(v, \mathbf{R}) f\left(\mathbf{R} \mid \delta_{\text {iso }}\right) d \mathbf{R} \tag{4}
\end{equation*}
$$

depends only on two anisotropy parameters. For the anisotropic cross sections from the spin $I=1 / 2$ techniques, ${ }^{23-33,35,43} \mathbf{R}$ is reduced down to the two parameters describing the nuclear shielding anisotropy. For the half-integer quadrupolar nuclei techniques, ${ }^{36-42}$ $\mathbf{R}$ can be reduced down to the two parameters describing the nuclear quadrupolar coupling. Note, in this latter case, the cross section's correlated isotropic shift, $\delta_{\text {iso }}$, is a linear combination of a second-order isotropic quadrupolar shift and an isotropic chemical shift. ${ }^{44}$

In previous attempts to apply linear inversion methods to the ${ }^{11} \mathrm{~B}$ DAS spectrum of $\mathrm{B}_{2} \mathrm{O}_{3}$ glass ${ }^{45}$ and the ${ }^{23} \mathrm{Na}$ and ${ }^{27} \mathrm{Al} \mathrm{MQ-MAS}$ spectra of borosilicate glasses, ${ }^{46}$ the asymmetry parameter, $\eta_{q}$, was
unrealistically held constant while determining a bivariate distribution of isotropic, $\delta_{\text {iso }}^{(\mathrm{cs})}$ and $C_{q}$, parameters. Similarly, the shielding asymmetry parameter, $\eta_{\sigma}$, was held constant without justification in a recent application of linear inversion methods to determine the distribution of shielding anisotropies in the ${ }^{29} \mathrm{Si}$ 2D PASS NMR spectra of silica-based nuclear waste glasses. ${ }^{22}$ Although not explicitly stated, it is likely that the regularization used in these studies, TSVD or the related ridge regression ${ }^{47}$ (aka Tikhonov), performed poorly and a more complete subspectral basis set could not be used to obtain a meaningful trivariate distribution of tensor parameters when modeling these 2D isotropic/anisotropic correlation spectra.

In this paper, we take advantage of recent advances in linear inversion and statistical learning algorithms as well as better model selection methods ${ }^{48-52}$ to obtain a robust inversion method for determining the trivariate distribution of NMR tensor parameters from 2D isotropic/anisotropic correlation spectra. Here, we focus primarily on determining the distribution of ${ }^{29} \mathrm{Si}$ nuclear shielding tensors from the experimental 2D MAF and MAT spectra of silicate glasses.

To minimize rank deficiency in the inversion kernel and obtain a more robust inversion, we also propose a new and unambiguous representation for the two anisotropy parameters using a piecewise polar coordinate system, where the magnitude of $\zeta$ forms the radial dimension and $\eta$ forms the angular dimension. In this more natural representation, the $\zeta$ and $\eta$ parameters are replaced with two Cartesian parameters denoted with $x$ and $y$ (vide infra). This $x-y$ notation overcomes the two serious shortcomings of the Haeberlen $\zeta-\eta$ notation ${ }^{20}$ that (1) $\eta$ becomes undefined when $\zeta$ goes to zero and (2) $\zeta$ has a sign degeneracy when $\eta=1$. In the Herzfeld-Berger (also known as Maryland) span and skew notation, the skew parameter similarly becomes undefined when span goes to zero. ${ }^{53}$

Finally, we have created the open-source python software package, mrinversion, for implementing the solid-state NMR spectrum inversions described here. ${ }^{54}$ Details for obtaining mrinversion, along with the example datasets discussed in this article, are given at the end.

## II. THEORETICAL BACKGROUND AND METHODS

## A. Nuclear shielding interaction

In this article, we follow the International Union of Pure and Applied Chemists (IUPAC) definitions for nuclear shielding and chemical shift interactions. ${ }^{20}$ The isotropic nuclear shielding is defined as the trace of the nuclear shielding tensor,

$$
\begin{equation*}
\sigma_{\mathrm{iso}}=\frac{1}{3}\left(\sigma_{z z}+\sigma_{y y}+\sigma_{x x}\right), \tag{5}
\end{equation*}
$$

where $\sigma_{z z}, \sigma_{y y}$, and $\sigma_{x x}$ are the components of the second-rank shielding tensor. The isotropic chemical shift is defined as

$$
\begin{equation*}
\delta_{\mathrm{iso}}^{(\mathrm{cs})}=\frac{\sigma_{\mathrm{ref}}-\sigma_{\mathrm{iso}}}{1-\sigma_{\mathrm{ref}}} \tag{6}
\end{equation*}
$$

where $\sigma_{\text {ref }}$ is the nuclear shielding of the reference compound, tetramethyl silane (TMS) for this study.

The nuclear shielding tensor can be visualized as a threedimensional ellipsoid, and the deviations, positive or negative, of this ellipsoid from a sphere are best understood by examining the elements of the traceless symmetric part of the nuclear shielding tensor, given by

$$
\begin{equation*}
S_{i k}^{(\sigma)}=\frac{1}{2}\left(\sigma_{i k}+\sigma_{k i}\right)-\sigma_{\mathrm{iso}} \tag{7}
\end{equation*}
$$

The principal axis system of the second-rank symmetric tensor, $\mathbf{S}^{(\sigma)}$, is defined as the coordinate system, where $\mathbf{S}^{(\sigma)}$ is diagonal with principal components, $\lambda_{z z}^{(\sigma)}, \lambda_{y y}^{(\sigma)}$, and $\lambda_{z z}^{(\sigma)}$ ordered, according to the Haeberlen convention, ${ }^{20}$ such that

$$
\begin{equation*}
\left|\lambda_{z z}^{(\sigma)}\right| \geq\left|\lambda_{x x}^{(\sigma)}\right| \geq\left|\lambda_{y y}^{(\sigma)}\right| \tag{8}
\end{equation*}
$$

Additionally, we define the second-rank symmetric tensor anisotropy, $\zeta_{\sigma}$, and asymmetry parameter, $\eta_{\sigma}$, according to

$$
\begin{equation*}
\zeta_{\sigma}=\lambda_{z z}^{(\sigma)} \text { and } \eta_{\sigma}=\frac{\lambda_{y y}^{(\sigma)}-\lambda_{x x}^{(\sigma)}}{\zeta_{\sigma}} \tag{9}
\end{equation*}
$$

Similarly, following the IUPAC convention, ${ }^{20}$ the notation $\zeta_{\delta}$ represents the chemical shift anisotropy, given by

$$
\begin{equation*}
\zeta_{\delta}=-\zeta_{\sigma} \tag{10}
\end{equation*}
$$

however, in this article, we will keep our discussion in terms of the nuclear shielding anisotropy, $\zeta_{\sigma}$. Furthermore, for the remainder of this article, we shall drop the $\sigma$ subscript and indicate the nuclear shielding anisotropy and asymmetry parameters with $\zeta$ and $\eta$, respectively.

The first-order contribution of the nuclear shielding interaction to the NMR transition $\left(m_{i} \rightarrow m_{f}\right)$ frequency is given by

$$
\begin{align*}
\Omega_{\sigma}^{(1)}\left(\Theta, m_{i}, m_{f}\right)= & -\omega_{0} \sigma_{\mathrm{iso}}\left(m_{f}-m_{i}\right) \\
& -\omega_{0} \zeta \mathbb{D}^{\{\sigma\}}(\Theta)\left(m_{f}-m_{i}\right) \tag{11}
\end{align*}
$$

where $\omega_{0}=-\gamma_{I} B_{0}$ is the Larmor frequency, $\gamma_{I}$ is the gyromagnetic ratio of the nucleus, $B_{0}$ is the external magnetic flux density, and the orientation dependence of the shielding anisotropy is given by

$$
\begin{equation*}
\mathbb{D}^{\{\sigma\}}(\Theta)=P_{2}^{0}(\cos \beta)-\frac{\eta}{6} P_{2}^{2}(\cos \beta) \cos 2 \alpha \tag{12}
\end{equation*}
$$

where $\alpha$ and $\beta$ define the orientation of the shielding tensor relative to the external magnetic field vector, $\mathbf{B}$, and $P_{2}^{0}(\cos \beta)$ and $P_{2}^{2}(\cos \beta)$ are the associated Legendre polynomials.

## B. Linear inverse method

A one-dimensional linear problem is of the form

$$
\begin{equation*}
\underbrace{s_{\text {true }}\left(x_{1}\right)+e\left(x_{1}\right)}_{s\left(x_{1}\right)}=\int \mathcal{K}\left(x_{1}, x_{2}\right) f\left(x_{2}\right) d x_{2} \tag{13}
\end{equation*}
$$

where $\mathcal{K}\left(x_{1}, x_{2}\right)$ is a known kernel, $s\left(x_{1}\right)$ is the observed signal, and $f\left(x_{2}\right)$ is the desired unknown underlying probability distribution,
referred to as the model. The terms, $s_{\text {true }}\left(x_{1}\right)$ denotes the true signal and $e\left(x_{1}\right)$ is the measurement noise, assumed to be white Gaussian with the standard deviation, $\sigma_{e}$. Here, the inverse problem is solving for the unknown model, $f\left(x_{2}\right)$. An equivalent representation of Eq. (13) in the matrix notation follows

$$
\begin{equation*}
\mathbf{s}=\mathbf{K} \cdot \mathbf{f}, \tag{14}
\end{equation*}
$$

where $\mathbf{K} \in \mathbb{R}^{m \times n}$ is a matrix, $\mathbf{s} \in \mathbb{R}^{m}, \mathbf{f} \in \mathbb{R}^{n}$ are the column vectors, and $m$ and $n$ are the sampling size of the vectors $\mathbf{s}$ and $\mathbf{f}$, respectively.

A classical approach in solving the problem in Eq. (14) is the ordinary least-squares (OLS) estimator, which solves for $\mathbf{f}$ by minimizing the mean square error,

$$
\begin{equation*}
\mathbf{f}_{\mathrm{OLS}}=\underset{\mathbf{f}}{\operatorname{argmin}}\left(\frac{1}{m}\|\mathbf{K} \cdot \mathbf{f}-\mathbf{s}\|_{2}^{2}\right), \tag{15}
\end{equation*}
$$

where $\|\mathbf{z}\|_{2}=\sqrt{\sum_{i} z_{i}^{2}}$ denotes the $\ell_{2}$-norm of vector $\mathbf{z}$ and $\mathbf{f}_{\text {OLS }}$ is the ordinary least-squares solution. When $m=n$ and $\mathbf{K}$ is nonsingular, the solution to the OLS estimator has a closed-form expression, given as $\mathbf{K}^{-1}$. $\mathbf{s}$. In practice, however, most problems suffer from a near-singular and ill-conditioned kernel, where $n \gg m$. In such a situation, the OLS estimator in Eq. (15) is ill-posed because there exist infinite least-squares solutions, and the solutions are unstable in the presence of noise, i.e., a small perturbation in $\mathbf{s}$, from the noise, results in a massive fluctuation in the solution, $\mathbf{f}_{\text {OLS }}$.

A common approach in solving such ill-posed problems is to employ a regularization ${ }^{45,55-59}$ method of the form

$$
\begin{equation*}
\mathbf{f}_{g}=\underset{\mathbf{f}}{\operatorname{argmin}}\left(\frac{1}{m}\|\mathbf{K} \cdot \mathbf{f}-\mathbf{s}\|_{2}^{2}+g(\mathbf{f})\right), \tag{16}
\end{equation*}
$$

where $g(\mathbf{f})$ is the regularization or the penalty function that stabilizes the solution and $\mathbf{f}_{g}$ is a regularized solution that satisfies the criterion of the penalty function. In doing so, however, the solution becomes dependent on the regularization term, and choosing a correct regularization, therefore, becomes crucial.

In this work, our objective is to determine the distribution of the nuclear shielding tensor parameters from a 2D NMR measurement correlating the isotropic with the anisotropic frequencies. In choosing the penalty function, we consider the following-first, the NMR measurement may suffer from a low signal-to-noise ratio and, second, the probability distribution of the shielding tensors is likely to be smooth with correlated amplitudes for amorphous materials and sparse for crystalline materials. Therefore, our choice of the penalty functions includes the Truncated Singular Value Decomposition (TSVD) method, which suppresses the effect of noise in the solution, and the Smooth Least Absolute Shrinkage and Selection Operator (S-LASSO), a method that promotes both smoothness and sparsity in the solution. Note, our choice of the penalty is based on what we believe is best for describing the NMR tensor parameters and does not suggest a unique penalty function.

## 1. TSVD regularized least-squares problem

The truncated singular value decomposition (TSVD) is a frequently used regularization method ${ }^{57,60}$ in solving the ill-posed
linear-inverse problems. A singular value decomposition (SVD) of the kernel $\mathbf{K}$ is

$$
\begin{equation*}
\mathbf{K}=\mathbf{U} \cdot \boldsymbol{S} \cdot \mathbf{V}^{T}, \tag{17}
\end{equation*}
$$

where the columns of $\mathbf{U} \in \mathbb{R}^{m \times m}$, denoted as $\mathbf{u}_{i}$, and $\mathbf{V} \in \mathbb{R}^{n \times n}$, denoted as $\mathbf{v}_{i}$, form an orthonormal basis set of the left and right singular vectors, respectively. The diagonal matrix, $S \in \mathbb{R}^{m \times n}$, contains non-negative real singular values, $\varsigma_{i}$, arranged in the decreasing order. The superscript $T$ is the matrix transpose.

The singular value decomposition is a powerful method because it is stable, regardless of the form of $\mathbf{K}$, and the singular values readily determine the ill-conditioned nature of the kernel. If at least one singular value is zero, the kernel is singular with a rank $p$, where $p$ is the number of non-zero singular values. In this case, there exists a non-trivial null space of $\mathbf{K}$ that is spanned by the last ( $n$ $-p$ ) columns of $\mathbf{V}$, denoted here by $\mathbf{V}_{0}$. Any arbitrary vector $\mathbf{f}_{0}$ from the null space, $\mathbf{f}_{0}=\mathbf{c}_{0} \cdot \mathbf{V}_{0}$, where $\mathbf{c}_{0}$ is an arbitrary diagonal matrix, will always satisfy the condition $\mathbf{K} \cdot \mathbf{f}_{0}=\mathbf{0}$, and therefore, determining these vectors from the measurement, $\mathbf{s}$, is not feasible. In such cases, $\mathbf{K}$ is approximately expressed in a subspace, called the range space, by truncating the singular values to the first $p$ largest values, following

$$
\begin{equation*}
\mathbf{K} \approx \mathbf{U}_{p} \cdot \boldsymbol{S}_{p} \cdot \mathbf{V}_{p}^{T}, \tag{18}
\end{equation*}
$$

where the columns of $\mathbf{U}_{p} \in \mathbb{R}^{m \times p}$ and $\mathbf{V}_{p} \in \mathbb{R}^{n \times p}$ form the basis vectors that span the range space of $\mathbf{K}$ and $\mathbf{K}^{T}$, respectively. The diagonal square matrix $\boldsymbol{S}_{p} \in \mathbb{R}^{p \times p}$ contains the first $p$ singular values. The columns of $\mathbf{U}_{p}$ and $\mathbf{V}_{p}$ are the first $p$ columns of $\mathbf{U}$ and $\mathbf{V}$, respectively. In this case, the SVD solution to the problem in Eq. (14) has a simple analytical form

$$
\begin{equation*}
\mathbf{f}_{\dagger}=\mathbf{K}^{\dagger} \cdot \mathbf{s}=\mathbf{V}_{p} \cdot \mathbf{S}_{p}^{-1} \cdot \mathbf{U}_{p}^{T} \cdot \mathbf{s}=\mathbf{V}_{p} \cdot \boldsymbol{S}_{p}^{-1} \cdot \mathbf{U}_{p}^{T} \cdot\left(\mathbf{s}_{\text {true }}+\mathbf{e}\right) \tag{19}
\end{equation*}
$$

where $\mathbf{f}_{\dagger}$ is the TSVD solution, $\mathbf{K}^{\dagger}$ is the pseudoinverse of $\mathbf{K}$, and $S_{p}{ }^{-1}$ is obtained by taking the inverse of all diagonal elements in $\boldsymbol{S}_{p}$. The above expression can be re-expressed as a linear combination of the singular vectors, $\mathbf{v}_{i}$,

$$
\begin{equation*}
\mathbf{f}_{\dagger}=\sum_{i=1}^{p}\left(\frac{\mathbf{u}_{i}^{T} \cdot \mathbf{s}_{\text {true }}}{\varsigma_{i}}\right) \mathbf{v}_{i}+\sum_{i=1}^{p}\left(\frac{\mathbf{u}_{i}^{T} \cdot \mathbf{e}}{\varsigma_{i}}\right) \mathbf{v}_{i} . \tag{20}
\end{equation*}
$$

An interesting case arises when the singular values quickly decay to zero. This happens when $\mathbf{K}$ is ill-conditioned. The term condition number is defined as the ratio of the largest to the smallest singular value of $\mathbf{K}$ in the range space,

$$
\begin{equation*}
\operatorname{cond}(\mathbf{K})=\frac{\varsigma_{1}}{\varsigma_{p}} \tag{21}
\end{equation*}
$$

and provides a maximum bound on the relative error in the solution, $\mathbf{f}_{\dagger}$, given a relative error in measurement. In Eq. (20), note that the singular vectors, $\mathbf{v}_{i}$, corresponding to small singular values, $\varsigma_{i}$, contribute massively to the solution $\mathbf{f}_{\dagger}$, and therefore, any perturbations arising from the noise $\mathbf{e}$ are amplified by these small singular values. A kernel with a large condition number is, thus, more susceptible to an unstable solution.

To regularize the solution, the original ill-conditioned kernel, $\mathbf{K}$, is replaced with an approximate well-conditioned kernel through the truncation of the singular values. If the first $r<p$ largest singular values are considered, then the reduced space approximate kernel follows

$$
\begin{equation*}
\mathbf{K}_{\mathrm{TSVD}}=\mathbf{U}_{r} \cdot \boldsymbol{S}_{r} \cdot \mathbf{V}_{r}^{T}, \tag{22}
\end{equation*}
$$

where $\mathbf{U}_{r} \in \mathbb{R}^{m \times r}, \mathbf{V}_{r} \in \mathbb{R}^{n \times r}$, and $\boldsymbol{S}_{r} \in \mathbb{R}^{r \times r}$ are the truncated matrices. In this case, the regularization parameter is $(p-r)$. The index $r$ is chosen such that the condition number, $\left(\varsigma_{1} / \varsigma_{r}\right)$, of the truncated kernel, $\mathbf{K}_{\text {TSVD }}$, is relatively small. In this study, we employ the maximum entropy-based criterion ${ }^{48}$ for selecting $r$ (see Subsection 1 of the Appendix for details).

The truncated singular value decomposition (TSVD) method is very efficient in projecting the ordinary least-squares (OLS) problem onto a smaller subspace, ${ }^{61}$ which dramatically reduces the computation time and resources, primarily when $m$ is large. This process is also referred to as data compression. Having determined the optimal truncation index $r<p$, the linear problem in Eq. (14) can be approximately re-defined on the reduced subspace following

$$
\begin{equation*}
\tilde{\mathbf{s}}=\tilde{\mathbf{K}} \cdot \mathbf{f}, \tag{23}
\end{equation*}
$$

where $\tilde{\mathbf{K}}=\boldsymbol{S}_{r} \cdot \mathbf{V}_{r}^{T} \in \mathbb{R}^{r \times n}$ is the "nearby" well-conditioned kernel and $\tilde{\mathbf{s}}=\mathbf{U}_{r}^{T} \cdot \mathbf{s} \in \mathbb{R}^{r}$ is the compressed signal. Similarly, the regularized least-squares estimator from Eq. (16) reformulates to

$$
\begin{equation*}
\underset{\mathbf{f}}{\operatorname{argmin}}\left(\frac{1}{r}\|\tilde{\mathbf{K}} \cdot \mathbf{f}-\tilde{\mathbf{s}}\|_{2}^{2}+g(\mathbf{f})\right) . \tag{24}
\end{equation*}
$$

Note, here, we use $r$ to calculate the mean square error (MSE) of the reduced subspace problem.

## 2. Smooth-LASSO, S-LASSO

The Smooth Least Absolute Shrinkage and Selection Opera$\operatorname{tor}^{50}$ (S-LASSO) estimator in a variant of the Elastic-Net estimator ${ }^{49}$ in which the penalty function for a $d$-dimensional solution $\mathbf{f}$ is a combination of the quadratic and LASSO penalties of form

$$
\begin{equation*}
g(\mathbf{f})=\alpha \sum_{i=1}^{d}\left\|\mathbf{J}_{i} \cdot \mathbf{f}\right\|_{2}^{2}+\lambda\|\mathbf{f}\|_{1}, \tag{25}
\end{equation*}
$$

where the first term is the quadratic penalty term that promotes a smooth solution and the second term is the LASSO penalty term that promotes sparsity in the solution. The multipliers, $\alpha>0$ and $\lambda>0$, are the regularization parameters that control the smoothness and sparsity of the solution, respectively. They are also known as the hyperparameters, and sometimes called the tuning parameters. The notation $\|\mathbf{f}\|_{1}=\sum_{i}\left|f_{i}\right|$ denotes the $\ell_{1}$-norm of $\mathbf{f}$. The matrix, $\mathbf{J}_{i}$, typically reflects some underlying geometry or the structure in the true solution. Here, $\mathbf{J}_{i}$ is defined to promote smoothness along the $i$ th dimension of a $d$-dimensional solution $\mathbf{f}$ and is given as

$$
\begin{equation*}
\mathbf{J}_{i}=\mathbf{I}_{n_{1}} \otimes \cdots \otimes \mathbf{A}_{n_{i}} \otimes \cdots \otimes \mathbf{I}_{n_{d}} \tag{26}
\end{equation*}
$$

where $\mathbf{I}_{n_{i}} \in \mathbb{R}^{n_{i} \times n_{i}}$ is an identity matrix, $\mathbf{A}_{n_{i}}$ is a first difference matrix given by

$$
\mathbf{A}_{n_{i}}=\left(\begin{array}{ccccc}
1 & -1 & 0 & \cdots & \vdots  \tag{27}\\
0 & 1 & -1 & \cdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & 0 \\
0 & \cdots & 0 & 1 & -1
\end{array}\right) \in \mathbb{R}^{\left(n_{i}-1\right) \times n_{i}}
$$

and the symbol $\otimes$ is the Kronecker product. The terms, $\left(n_{1}, n_{2}, \ldots, n_{d}\right)$, are the number of points along the solution dimensions, with the constraint that $\prod_{i=1}^{d} n_{i}=n$. Note, the penalty function in Eq. (25) reduces to the Elastic-Net penalty when $\mathbf{J}_{i}$ is the identity matrix and further reduces to a LASSO penalty when $\alpha=0$.

In the case of a one-dimensional $(d=1)$ solution, i.e., when $\mathbf{f}$ is a vector, the matrix

$$
\begin{equation*}
\mathbf{J}_{1}=\mathbf{A}_{n_{1}} \in \mathbb{R}^{\left(n_{1}-1\right) \times n_{1}} \tag{28}
\end{equation*}
$$

promotes a smooth solution by penalizing the squared difference between the adjacent elements of the vector $\mathbf{f}$. In the case of a twodimensional ( $d=2$ ) solution, e.g., when $\mathbf{f}$ is an image, the $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ matrices,

$$
\begin{align*}
& \mathbf{J}_{1}=\mathbf{A}_{n_{1}} \otimes \mathbf{I}_{n_{2}} \in \mathbb{R}^{\left(n_{1}-1\right) n_{2} \times n_{1} n_{2}},  \tag{29}\\
& \mathbf{J}_{2}=\mathbf{I}_{n_{1}} \otimes \mathbf{A}_{n_{2}} \in \mathbb{R}^{\left(n_{2}-1\right) n_{1} \times n_{2} n_{1}}, \tag{30}
\end{align*}
$$

promotes smoothness by penalizing the squared differences between the adjacent elements of $\mathbf{f}$ along both dimensions.

The advantage of having a quadratic penalty term in Eq. (25) is that it is easily integrable into the OLS term of Eq. (24) by defining an augmented dataset,

$$
\mathbf{K}_{d}=\left(\begin{array}{c}
\tilde{\mathbf{K}}  \tag{31}\\
\sqrt{r \alpha} \mathbf{J}_{1} \\
\vdots \\
\sqrt{r \alpha} \mathbf{J}_{d}
\end{array}\right) \quad \text { and } \quad \mathbf{s}_{d}=\left(\begin{array}{c}
\tilde{\mathbf{s}} \\
\mathbf{0} \\
\vdots \\
\mathbf{0}
\end{array}\right),
$$

where $\mathbf{K}_{d}$ is the augmented kernel, $\mathbf{s}_{d}$ is the augmented signal, and $\mathbf{0}$ is a vector of zeros. Thereafter, the solution to the problem in Eq. (24), with the penalty term given by Eq. (25), is equivalent to solving the following LASSO problem ${ }^{62-71}$ over the augmented dataset,

$$
\begin{equation*}
\mathbf{f}_{g}=\underset{\mathbf{f} \geq 0}{\operatorname{argmin}}\left(\frac{1}{r}\left\|\mathbf{K}_{d} \cdot \mathbf{f}-\mathbf{s}_{d}\right\|_{2}^{2}+\lambda\|\mathbf{f}\|_{1}\right) . \tag{32}
\end{equation*}
$$

In this study, we solve for a two-dimensional solution, $\mathbf{f}$, and implement the LASSO estimator from the scikit-learn ${ }^{51,52}$ python package with a non-negative constraint on $\mathbf{f}$ to solve Eq. (32). A non-negative constraint is essential for representing a pragmatic solution by ensuring that the probability of a tensor cannot be negative. In determining the optimum hyperparameters $\alpha^{*}$ and $\lambda^{*}$, we employ the ten-fold cross-validation method (see Subsection 2 of the Appendix for further details).

## 3. Role of the hyperparameters

In the TSVD-S-LASSO hybrid linear inversion method, there are three hyperparameters, $(p-r), \alpha$, and $\lambda$. The first hyperparameter, $(p-r)$, is the number of truncated singular values whose role is to limit the effect of the measurement noise on the solution and reduce the dimensionality of the problem. The hyperparameters $\alpha$ and $\lambda$ control the smoothness and sparsity of the solution. The role of $\alpha$ and $\lambda$ becomes fairly intuitive when we re-express Eq. (25) as

$$
\begin{equation*}
g(\mathbf{f})=a\left(b \sum_{i=1}^{d}\left\|\mathbf{J}_{i} \cdot \mathbf{f}\right\|_{2}^{2}+(1-b)\|\mathbf{f}\|_{1}\right), \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\alpha+\lambda \text { and } b=\alpha /(\alpha+\lambda) . \tag{34}
\end{equation*}
$$

Here, the parameter $a$ controls the amount of regularization used in the inversion and the parameter $b$ controls the relative amount of $\ell_{1}$ and $\ell_{2}$ contributions. Generally, the optimum value of $a$ depends on the noise standard deviation, i.e., greater noise leads to a larger $a$. A larger value of $b$ promotes a smooth and blurred solution, while a smaller value promotes a sparse and sharp solution. The optimum value of $b$ will also depend on the 2D inversion grid interval (vide infra), i.e., course grids tend to favor sparse solutions, while fine grids tend to favor smooth solutions.

## C. Practical challenges

## 1. Defining the 2D inversion grid

A common choice for representing a distribution of $\zeta$ and $\eta$ parameters is a 2D Cartesian grid where the coordinates $\zeta$ and $\eta$ span the orthogonal dimensions. As mentioned earlier, this coordinate system can be problematic since $\eta$ becomes undefined as $\zeta \rightarrow 0$; this is indicated as black-filled circles in Fig. 1(a). Additionally, in the case of the nuclear shielding interaction, the anisotropic line shapes are invariant of the sign of $\zeta$ when $\eta=1$, forming a degenerate system of line shapes; this is depicted with colored circles in Fig. 1(a). To overcome these issues, we adopt an approach similar to Czjzek ${ }^{72}$ by re-expressing the coordinates $\zeta$ and $\eta$ in the first quadrant of a polar coordinate system, $\left(r_{\zeta}, \theta\right)$, where

$$
r_{\zeta}=|\zeta| \text { and } \theta= \begin{cases}\frac{\pi}{4} \eta, & \zeta \leq 0  \tag{35}\\ \frac{\pi}{2}\left(1-\frac{\eta}{2}\right), & \zeta>0\end{cases}
$$

We choose an $x-y$ Cartesian grid over the $r-\theta$ polar grid because Cartesian grids are more manageable for implementing the inversion algorithm. It is given by

$$
\begin{equation*}
x=r_{\zeta} \cos \theta \text { and } y=r_{\zeta} \sin \theta, \quad 0 \geq \theta \geq \pi / 2 \tag{36}
\end{equation*}
$$

As shown in Fig. 1(b), the magnitude of $\zeta$ forms the radial dimension, while $\eta$ forms the angular dimension. The line $|x|=|y|$ corresponds to $\eta=1$. When progressing toward the $x$ or $y$-axis from this line, $\eta$ uniformly decreases from 1 to 0 , where $\eta=0$ is along the $x$ or $y$-axis, depending on the sign of $\zeta$. The undefined condition for $\eta$ when $\zeta \rightarrow 0$ is true, irrespective of the choice of the coordinate system; however, this representation confines $\zeta=0$ to a single


FIG. 1. (a) A schematic representation of the $\zeta-\eta$ Cartesian grid system depicting the undefined regions, shown in black circles, and redundant indistinguishable regions, shown in colored circles, of the coordinate system. (b) The positive quadrant of the $x-y$ grid. Here, the magnitude of $\zeta$ is the radial dimension, while $\eta$ is the angular dimension. The blue and red shading indicate the regions of positive and negative $\zeta$, respectively.
point, located at the origin. Additionally, since the positive and negative values of $\zeta$ correspond to the same ( $r, \theta$ ) coordinate when $\eta=1$, the $x-y$ representation also removes the anisotropic line shape degeneracy associated with the $\zeta-\eta$ grid.

In the $x-y$ grid representation, the integral in Eq. (4) is expressed as

$$
\begin{equation*}
s\left(v \mid \delta_{\text {iso }}\right)=\oint_{x, y} \mathcal{K}_{x y}(v, x, y) f\left(x, y \mid \delta_{\text {iso }}\right) \partial x \partial y \tag{37}
\end{equation*}
$$

with the corresponding discretized approximation

$$
\begin{equation*}
s\left(v \mid \delta_{\mathrm{iso}}\right) \approx \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} K_{x y}\left(v, x_{i}, y_{j}\right) f\left(x_{i}, y_{j} \mid \delta_{\mathrm{iso}}\right) \Delta x \Delta y \tag{38}
\end{equation*}
$$

where $n_{1}, n_{2}$, and $\Delta x, \Delta y$ are the number of points and increments along the $x$ and $y$ dimensions, respectively. The discretized coordinates, $\left(x_{i}, y_{j}\right)$, span a predefined grid of $x$ and $y$ coordinates, respectively.


FIG. 2. (a) In this illustration of the supersampling scheme, the square region around each base grid cell coordinate, indicated by a bold circle, is sub-divided into a $4 \times 4$ sub-grid. (b) The subspectrum at each sub-grid point, indicated by the smaller circle, is averaged together to create (c) a basis subspectrum associated with the corresponding base grid cell coordinate. Note, the base grid cells along the axes are averaged over one-half of the cell area, except for the cell at the origin, which is averaged over one-fourth of the cell area.

When determining the grid resolution, it is necessary to ensure that the grid increments are sufficiently small such that the approximation in Eq. (38) remains valid. This requires a massive grid system of basis subspectra- $10^{4}-10^{6}$ grid points-which can be computationally expensive. An alternative is to use a supersampling scheme, illustrated in Fig. 2, in which each grid cell area is subsampled into an $n_{x} \times n_{y}$ sub-grid, with sufficiently small sub-grid intervals chosen to obtain a valid approximation of Eq. (37). The $n_{x} \times n_{y}$ subspectra, associated with each point on a sub-grid, are then averaged together to create the basis subspectrum associated with each grid cell.

## 2. Defining the kernel

While the probability distribution in Eq. (38), $f\left(x_{i}, y_{j} \mid \delta_{\text {iso }}\right) \in \mathbb{R}^{n_{1} \times n_{2}}$, is two-dimensional, when solving the linear inverse problem in Eq. (16), $\mathbf{f} \in \mathbb{R}^{n}$, is required to be a vector. Therefore, for all calculations, we define $\mathbf{f}$ as the row-major vectorization of $f\left(x_{i}, y_{j} \mid \delta_{\text {iso }}\right)$, where the $\left(c=j n_{1}+i\right)$ th element of $\mathbf{f}$ is $f\left(x_{i}, y_{j} \mid \delta_{\text {iso }}\right)$. Similarly, the $c$ th column of the matrix $\mathbf{K}$ is $K_{x y}\left(v, x_{i}, y_{j}\right) \in \mathbb{R}^{m}$ and holds the subspectrum corresponding to the coordinates $\left(x_{i}, y_{i}\right)$.

Having determined the kernel $\mathbf{K}$, all further operations are subject to the TSVD method, followed by smooth-LASSO optimization, as described in Sec. II B. The optimum inverse solution $\mathbf{f} \in \mathbb{R}^{n_{1} n_{2}}$ is then interpreted as an $n_{1} \times n_{2}$ matrix.

## III. RESULTS AND DISCUSSION

## A. Synthetic datasets

In this section and in the supplementary material, we examine the inversion of synthetic purely anisotropic 1D spectra generated from the known (ground truth) bivariate distributions of nuclear shielding anisotropy parameters, i.e., $f(x, y)$. Here, the term "purely anisotropic spectrum" refers to situations where $\delta_{\text {iso }}^{(c s)}=0$ for every
subspectrum contributing to a spectrum, which is the case for the anisotropic cross sections of the spectra from isotropic/anisotropic correlation methods, such as 2D MAF, PASS, or MAT, either as acquired or after an appropriate shear transformation is applied. ${ }^{73-75}$ The anisotropic cross sections in 2D MAF are purely anisotropic variable angle spinning $\left(90^{\circ}\right)$ spectra, and in the 2 D PASS or 2D MAT spectrum are purely anisotropic MAS sideband spectra.

All NMR simulations presented here were performed for a ${ }^{29} \mathrm{Si}$ nuclide at 9.4 T using the python mrsimulator package. ${ }^{76}$ The synthetic VAS $\left(90^{\circ}\right)$ spectra use 96 points spanning over 20 kHz and spinning at 14 kHz . Except where indicated, the synthetic MAS sideband spectra used up to 32 sideband orders with a MAS spinning speed of 625 Hz .

## 1. Uni-modal distributions

Figure 3 depicts the results of the smooth-LASSO inversion method on spectra obtained from four different ground truth unimodal distributions shown in the first column. On the top and right of each ground truth distribution contour plot are the projections of the respective distribution onto the $x$ and $y$ coordinate axes, respectively.

The ground truth distribution labeled U-1 is a bivariate normal distribution generated in the $x$ and $y$ coordinates, with mean values of $\mu_{x}=35 \mathrm{ppm}$ and $\mu_{y}=75 \mathrm{ppm}$, standard deviations of $\sigma_{x}=5$ ppm and $\sigma_{y}=5 \mathrm{ppm}$, and a correlation coefficient of $r_{x y}=0.12$. The ground truth distribution labeled U-2 in Fig. 3 is also a bivariate normal distribution but generated in the $\zeta$ and $\eta$ coordinates and mapped onto the $x$ and $y$ grid. This distribution has mean values of $\mu_{\zeta}=-75 \mathrm{ppm}$ and $\mu_{\eta}=0.5$, standard deviations of $\sigma_{\zeta}=3.873 \mathrm{ppm}$, $\sigma_{\eta}=0.173$, and a correlation coefficient of $r_{\zeta, \eta}=0$.

The ground truth distribution labeled U-3 is a Czjzek probability distribution ${ }^{77,78}$ generated in the $\zeta$ and $\eta$ coordinates using the expression

$$
\begin{equation*}
p^{(c)}(\zeta, \eta)=\frac{\zeta^{4} \eta}{\sqrt{2 \pi} \sigma_{c}^{5}}\left(1-\frac{\eta^{2}}{9}\right) \exp \left\{-\frac{\zeta^{2}\left(1+\frac{\eta^{2}}{3}\right)}{2 \sigma_{c}^{2}}\right\} \tag{39}
\end{equation*}
$$

with $\sigma_{c}=6.62 \mathrm{ppm}$, and mapped onto the $x$ and $y$ grids. The Czjzek distribution-originally developed to model random distributions of electric field gradients (EFGs) in glasses—is a model for anisotropic line shapes arising from random deviations from a mean anisotropy of zero. The Czjzek distribution assumes uncorrelated Gaussian distributions of second-rank spherical tensor components with a single width parameter and gives the distribution of anisotropy parameters, $\zeta$ and $\eta$. It is a valuable model for identifying anisotropic line shapes arising from a random distribution of a second-rank NMR tensors.

The ground truth distribution labeled $\mathrm{U}-4$ is generated from an extended Czjzek probability distribution, $p^{(x c)}(\zeta, \eta)$, using the numerical approach outlined by Le Caër et al. ${ }^{79}$ It has a mean anisotropy of $\mu_{\zeta}=-25 \mathrm{ppm}$ and a mean asymmetry of $\mu_{\eta}=0.2$ and uses a perturbation factor of $\epsilon=0.35$.

In the second and fourth columns of Fig. 3 are the corresponding synthetic VAS $\left(90^{\circ}\right)$ and MAS sideband spectra, respectively, shown in black, obtained after adding Gaussian noise of $\sigma_{e}=0.005$


FIG. 3. Comparison of smooth-LASSO inversion of synthetic purely anisotropic spectra originating from four different unimodal bivariate shielding tensor distributions along rows labeled $\mathrm{U}-1, \mathrm{U}-2, \mathrm{U}-3$, and $\mathrm{U}-4$. In the first column are the ground truth distributions along with 1D projections onto the coordinate axes. In the second and fourth columns are the corresponding synthetic VAS $\left(90^{\circ}\right)$ spectrum and MAS sideband spectrum, respectively, with noise, $\sigma_{e}=0.005$, along with the best fit spectrum shown in red. Above each spectrum are the residuals. In the third and fifth columns are the corresponding inversion solutions for the shielding tensor distributions shown with histogram projections onto the coordinate axes. The contours are drawn at every $10 \%$.
to each spectrum simulated from its ground truth shielding tensor distribution. The overlaid spectra, shown in red in the second and fourth columns of Fig. 3, are the fits after the inversion with the fit residuals shown in the plot above each spectrum. Note that the synthetic VAS $\left(90^{\circ}\right)$ line shapes arising from a Czjzek distribution, U-3 in Fig. 3, are Gaussian.

In order to obtain a realistic synthetic dataset, each ground truth distribution is sampled over a high resolution $(128 \times 128) x-y$
grid with a cell resolution of $0.942 \times 0.942 \mathrm{ppm}^{2}$. The inversion of each synthetic anisotropic spectrum is carried out over a lower resolution $(25 \times 25) x-y$ grid, where each $4.65 \times 4.65 \mathrm{ppm}^{2}$ grid cell (basis) subspectrum is created by supersampling on a $5 \times 5$ subgrid, as detailed in Fig. 2. In the third and fifth columns of Fig. 3 are the contour plots of the best-fit model parameters, i.e., the nuclear shielding tensor distributions, obtained from the smooth-LASSO inversion of the corresponding synthetic VAS $\left(90^{\circ}\right)$ and MAS
sideband spectra, respectively, with histograms on the top and right showing the projection of the best-fit distribution onto the $x$ and $y$ coordinate axes. Good agreement between the ground truth and inverted distributions is obtained in all cases, as can be seen in both the contour plots and the histogram projections.

While a cell-by-cell comparison of the ground truth and inverted distributions cannot be made due to the differences in sampling grid resolution, we can still quantify the inversion performance by comparing the mean and standard deviation of the ground truth and inverted distributions, calculated in the $x-y$ coordinates, shown in Table S1 of the supplementary material. In the case of $\mathrm{U}-1$, the mean positions of the inverted distributions along both $x$ and $y$ directions are within 0.5 ppm of the ground truth distribution. This is well within the inversion grid cell resolution and even within the resolution of the sub-grid ( 0.93 ppm ) used for supersampling. The inverted distribution widths (standard deviations) along the $x$ and $y$ directions are within 0.4 ppm of the ground truth distribution value of 5 ppm . In the $\mathrm{U}-2, \mathrm{U}-3$, and $\mathrm{U}-4$ case, the mean positions, standard deviations, and correlation coefficients of the inverted distributions along the $x$ and $y$ directions are also in reasonably good agreement with their corresponding ground truth distributions. While higher moment analyses could be used for a more detailed comparison of the $\mathrm{U}-2, \mathrm{U}-3$, and $\mathrm{U}-4$ distribution shapes, these moments tend to be less useful as they are more susceptible to noise.

## 2. Cross-validation and hyperparameters

The optimum hyperparameters, $\lambda^{*}$ and $\alpha^{*}$, for each inversion are determined by examining the cross-validation error metric from the ten-fold cross-validation method on a $20 \times 20$ grid of predefined $\lambda$ and $\alpha$ values. Further details on the cross-validation technique are given in Subsection 2 of the Appendix. A total of 4000 solutions are assessed from which the model parameters with the least cross-validation error are selected. Typical contour plots of the cross-validation error, in the case of the inversion of the U-1 synthetic VAS $\left(90^{\circ}\right)$ and MAS sideband spectra, are shown in Figs. 4(a) and $4(\mathrm{~b})$, respectively, with the optimum $\lambda^{*}$ and $\alpha^{*}$ values marked with an "x." The optimum $\lambda^{*}$ and $\alpha^{*}$ values from each inversion are given in Table S2. Additionally, Table S2 of the supplementary material lists the alternative hyperparameters, $a^{*}$ and $b^{*}$, as defined in Eq. (34). Recall that $a$ reflects the amount of regularization used in the inversion, while the hyperparameter $b$ indicates the relative amount of $\ell_{1}$ and $\ell_{2}$ contributions. To illustrate these roles, we examine, in the supplementary material, the smooth-LASSO inversion method on spectra as a function of increasing noise standard deviations and increasing width of the ground truth distribution.

## 3. Regularization comparisons

To highlight the performance improvement and need for the smooth-LASSO model selection method, we inverted the synthetic VAS $\left(90^{\circ}\right)$ spectrum generated from the $\mathrm{U}-1$ distribution with noise of $\sigma_{e}=0.005$ and compared the results of (1) truncated singular value decomposition, (2) $\ell_{1}$ regularization, (3) elastic-net, and (4) smoothLASSO regularization approaches, as shown in the different rows of Fig. 5. When comparing the performance of these different regularization methods, it is important to examine variations with changing solution grid sizes, displayed at the top of each column in Fig. 5.


FIG. 4. The $20 \times 20 \alpha-\lambda$ hyperparameter grids displaying the contours of the cross-validation error [see Eq. (A7) in Subsection 2 of the Appendix], resulting from the ten-fold cross-validation for the inversion of (a) the synthetic VAS $\left(90^{\circ}\right) \mathrm{spec}$ trum and (b) the MAS sideband spectrum, both generated from the $\mathrm{U}-1$ ground truth distribution in Fig. 3. The marker "x" designates the optimum $\lambda^{*}$ and $\alpha^{*}$ values.

The first row shows the TSVD solutions corresponding to the $r=40$ largest singular values. Using only TSVD, regardless of the grid resolution, leads to broad and unphysical distributions with finite amplitudes extending over the entire solution grid as well as unphysical negative solutions. The choice of $r=40$ was arbitrary in the sense that it was chosen to give best agreement to the ground truth distribution. An "optimal" truncation index of $r=60$ was determined by the maximum entropy method but gave a noisy solution with little resemblance to the ground truth distribution. One might expect similarly poor performance from ridge regression (also known as Tikhonov regularization), as it also performs a weighted reduction in the singular values. ${ }^{47}$

The second row shows the result of the $\ell_{1}$-norm regularization with a non-negative constraint on the solution. This type of regularization is well known for promoting sparse solutions, which is immediately obvious in comparison to TSVD solutions in Fig. 5. In this case, cross-validation was performed to determine the hyperparameter controlling the amount of $\ell_{1}$-norm regularization. These values are available in Table S3 of the supplementary material. A challenge with $\ell_{1}$ regularization, however, is that its solutions can become unreliable as the grid-resolution increases, as seen in the columns going from left to right in Fig. 5.

The third row shows the result from an elastic net regularization. As described in Sec. II B 2, this approach combines $\ell_{1}$-norm and $\ell_{2}$-norm regularization with two hyperparameters


0.9
0.8
(C)



 0.9





FIG. 5. Comparison of the inversion results on a synthetic VAS $\left(90^{\circ}\right)$ spectrum generated from the $\mathrm{U}-1$ distribution with the noise of $\sigma_{e}=0.005$ using (a) truncated singular value decomposition, (b) $\ell_{1}$ regularization, (c) elastic-net, and (d) smooth-LASSO. From left to right, the columns represent solutions with increasing grid sizes of $20 \times 20$, $30 \times 30,40 \times 40$, and $50 \times 50$ displayed above each column. The TSVD solutions use the first 40 largest singular values. The contours are drawn at $5 \%$ for data in the first row and at $10 \%$ for the second, third, and fourth rows.
determining their respective weights. The difference between elastic net and the smooth-LASSO regularization is that the former employs no smoothing of the solution, i.e., the $\mathbf{J}_{i}$ in the penalty function, Eq. (25), are identity matrices. Compared to $\ell_{1}$ regularization, the elastic net provides a more consistent inversion onto the various grid-resolutions.

Finally, the results in the fourth row are from the smoothLASSO regularization. Like the elastic net, a consistent inversion solution is seen across different grid resolutions. For the most part,
the elastic net and smooth-LASSO act in the same way as seen in their respective inversion results. An additional feature of the smooth-LASSO is the use of the first-difference matrix, i.e., Eq. (27), which promotes a smooth solution. This smoothness penalty suppresses any isolated spike in the solution amplitudes that may result from the noise in the spectrum. This can be seen by noting that the extraneous small signal around $x \approx 2 \mathrm{ppm}$ and $y \approx 40$ ppm in the elastic net solution is suppressed in the smooth-LASSO solution.

## 4. Dependence on MAS speed

As mentioned earlier, the MAS sideband basis subspectra become less distinguishable with increasing MAS rotor speeds, and we can expect greater uncertainty in the determined tensor parameter distribution. This is illustrated in Fig. 6 with a comparison of smooth-LASSO inversion on synthetic MAS sideband spectra as a function of rotor frequency or equivalently the number of sidebands. The corresponding optimum inversion hyperparameters are given in Table S3 of the supplementary material. The spectra in
the first and third columns are generated from the U-1 distribution ( $\mu_{\zeta}$ of 6.6 kHz or 82.8 ppm ) with noise of $\sigma_{e}=0.0001$ using a range of rotor frequencies from 1.1875 Hz to 8 kHz . The corresponding inversion results, depicted in the second and fourth columns, show that the ground truth distribution can be reliably reconstructed from the spinning sideband spectrum as long as the number of sidebands is 12 or higher. Less than 12 sidebands and our results show that the information loss is considerable for a complete reconstruction of the ground truth distribution-a finding consistent with Hodgkinson and Emsley. ${ }^{80}$ As also expected, the rank deficiency of the inversion


FIG. 6. Comparison of smooth-LASSO inversions, shown in second and fourth columns, on synthetic MAS sideband spectra, shown in the first and third columns, generated from the U-1 distribution with noise of $\sigma_{e}=0.0001$ as a function of rotor frequency or equivalently the number of sidebands. The best fit spectra are shown in red. Rotor frequencies are (a) 1.1875 kHz , (b) 1.375 kHz , (c) 1.5625 kHz , (d) 2 kHz , (e) 2.5 kHz , (f) 3 kHz , (g) 4 kHz , and (h) 8 kHz . The number of sidebands, $N_{\mathrm{sb}}$, displayed on the top-right corner of the spectrum, is calculated from the resulting spectrum as the number of points with amplitude greater than $6 \sigma_{e}=0.0006$.
kernel increases with increasing rotor frequency, causing a steady drop in the optimal truncation index, $r$, from a maximum possible value of $r=32$ to $r=31$ at rotor frequency of 1.1875 kHz to a value of $r=12$ at 8 kHz (see Table S3 of the supplementary material).

## B. Experimental ${ }^{29}$ Si NMR datasets

In silicate networks there are five types of $\mathrm{SiO}_{4}$ tetrahedra, each characterized by their connectivity, i.e., the number of oxygen atoms that are corner-linked to other tetrahedra. ${ }^{81,82}$ These are designated with the notation $\mathrm{Q}^{n}$, where $n(\sim 0-4)$ represents the number of bridging oxygen per tetrahedron. Quantifying the populations of $\mathrm{Q}^{n}$ species in a silicate glass and their degrees of connectivity can provide considerable insight into the structure of glass ${ }^{83,84}$ as well as physical properties, ${ }^{85-91}$ such as the glass transition temperature, viscosity, mechanical properties, and ionic (modifier) transport.

Under high-speed MAS conditions where anisotropic broadening (i.e., information on $\zeta$ and $\eta$ ) is removed, those five structural units can only be identified by their isotropic position, $\delta_{\text {iso }}^{(\text {cs })}$, which reflects the mean silicon environment and ranges from approximately -70 ppm for $\mathrm{Q}^{0}$ to -110 ppm for $\mathrm{Q}^{4}$ with some considerable overlap. ${ }^{92}$ In the majority of NMR studies of network forming glasses, where high-speed MAS spectra contain a number of resolved "resonances," spectroscopists focus almost entirely on using MAS spectra to identify and quantify populations of polyhedral units and polyhedral linkages. ${ }^{93}$ By referring to "resonances" in quotes, we are highlighting the fact that these resolved "resonances" are inhomogeneously broadened, that is, inside each "resonance" is a mix of homogeneous resonances (subspectra) from numerous structurally distinct sites.

Under static conditions, off-magic-angle spinning, or slow MAS, each $\mathrm{Q}^{n}$ site exhibits a characteristic anisotropic ${ }^{29} \mathrm{Si}$ NMR line shape from the magnetic shielding originating from the anisotropic electron cloud surrounding the nucleus. ${ }^{94,95}$ Thus, the shielding tensor can reveal the nature and directionality of the bonding, with $\zeta$ measuring the extent of the electron cloud distortion and $\eta$ expressing the departure from a cylindrically symmetric environment $[\eta=0$ (symmetric) $\rightarrow 1$ (asymmetric) $]$. The $\mathrm{Q}^{0}$ and $\mathrm{Q}^{4}$ sites have the smallest anisotropy due to their highly symmetric tetrahedral environment. The remaining sites have $\zeta$ values of relatively larger
magnitude, with $Q^{3}$ and $Q^{1}$ sites having low asymmetry parameters reflecting an environment close to axial symmetry and positive and negative signs of $\zeta$, respectively, and with $\mathrm{Q}^{2}$ site having intermediate asymmetry parameters.

As mentioned earlier, numerous NMR methods exist for obtaining a 2 D spectrum correlating isotropic and anisotropic frequencies. In this section, we perform smooth-LASSO inversions on experimental 2D spectra, previously published in the 2D MAF and 2D MAT ${ }^{29} \mathrm{Si}$ studies of silicate glasses, ${ }^{73-75,96,97}$ to obtain the 3D distributions of ${ }^{29} \mathrm{Si}$ shielding tensor principal components for the $\mathrm{Q}^{n}$ sites. For all 2D spectra presented in this section, an active shear ${ }^{44,97}$ is applied to obtain signal correlating pure isotropic and anisotropic dimensions, leaving all anisotropic cross sections centered at 0 Hz . For the inversion of these 2D spectra, the kernel, $\mathbf{K} \in \mathbb{R}^{m \times n}$, is the same as before, but now the signal in Eq. (14) is two-dimensional, $\mathbf{s} \in \mathbb{R}^{m \times m_{\mathrm{iso}}}$, where $m_{\text {iso }}$ is the number of isotropic cross sections. Computational details for the smooth-LASSO inversion of each experimental 2D spectrum in this section are given in Table I.

The first set of experimental examples, shown in the first column of Fig. 7, are three ${ }^{29} \mathrm{Si}$ 2D MAF spectra for the silicate glass compositions $\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}$, obtained by Jardón-Álvarez et al., ${ }^{75}$ and $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ and $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$, obtained by Baltisberger et al. ${ }^{74}$ Applying the smooth-LASSO inversion to each 1D anisotropic cross section along the isotropic dimension gives the 3D distributions of shielding tensor parameters for the corresponding 2D spectra shown in the second column of Fig. 7. The contours of the 2D projections from this 3D distribution onto the axes are shown along the face normal to the axis of projection. Similarly, the 1D projections from the respective 2 D projections are shown on top of the respective 2D projection planes. Below each 2D spectrum in the first column is the best fit residuals obtained with its inversion solution. As shown in Fig. 7, the inversions yield bi-modal 3D tensor parameter distributions for all three 2D spectra. The distribution modes near the origin in $x-y$ are assigned to the $\mathrm{Q}^{4}$ sites. This assignment is also consistent with their projection onto the isotropic chemical shift dimension, appearing in the -100 ppm to -110 ppm range. The projections of this mode onto the $x-y$ plane are also consistent with a Czjzek distribution, as expected for $\mathrm{Q}^{4}$ sites with random structural variations away from a highly symmetric local structure

TABLE I. Computational details for smooth-LASSO inversion of experimental MAF and MAT spectra. The standard deviation of the measurement noise is $\sigma_{e}$. All inversions are performed on an $x-y$ solution grid with the indicated size and resolution using a $5 \times 5$ sub-grid supersampling scheme. The optimum singular value truncation index, $r$, is determined from the maximum entropy method ${ }^{48}$ (briefly described in Appendix). The optimum hyperparameters, $\alpha^{*}$ and $\lambda^{*}$, are determined over a $20 \times 20 \alpha-\lambda$ grid using the cross-validation error metric from the ten-fold cross-validation method. The signal to noise ratio is the reciprocal of $\sigma_{e}$.

| Measurement |  | Inversion |  |  |  | Cross-validation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sample | $\sigma_{e}$ | Kernel | Grid size | Grid resolution ( $\mathrm{ppm}^{2}$ ) | $r$ | $\alpha^{*} / 10^{-6}$ | $\lambda^{*} / 10^{-6}$ | $a^{*} / 10^{-6}$ | $b^{*}$ |
| $\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}$ | 0.002 | MAF | $25 \times 25$ | $5.66 \times 5.66$ | 98 | 0.834 | 0.616 | 1.45 | 0.58 |
| $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ | 0.003 | MAF | $25 \times 25$ | $5.03 \times 5.03$ | 87 | 0.207 | 3.79 | 4.0 | 0.05 |
| $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ | 0.0045 | MAF | $25 \times 25$ | $5.03 \times 5.03$ | 88 | 0.886 | 3.79 | 4.68 | 0.19 |
| $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ | 0.015 | MAF | $28 \times 28$ | $5.03 \times 5.03$ | 63 | 119.9 | 4.55 | 124.5 | 0.96 |
| $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ | 0.0012 | MAF | $25 \times 25$ | $5.03 \times 5.03$ | 45 | 28.0 | 8.86 | 36.8 | 0.76 |
| KMg ${ }_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ | 0.0007 | MAT | $25 \times 25$ | $4.65 \times 4.65$ | 31 | 3.79 | 11.1 | 15.1 | 0.25 |



FIG. 7. Smooth-LASSO inversions of the ${ }^{29} \mathrm{Si} 2 \mathrm{D}$ MAF spectra for the $\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}, \mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$, and $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ glasses, ${ }^{74,75}$ ordered from top to bottom, into the corresponding tri-variate tensor parameter distribution. In the 1st column are the 2D MAF spectra of silicate glass (top) and the corresponding residuals from the best fit (bottom). In the second column are the corresponding inversion solutions for the shielding tensor distributions. The contours of the 2 D projections from this 3 D distribution onto the axes are shown along the face normal to the axis of projection. Similarly, the 1 D projections from the respective 2 D projections are shown on top of the respective $2 D$ projection planes. The third column is similar to the second, except the individual distributions for the $Q^{4}$ and $Q^{3}$ sites are highlighted in red and blue colors, respectively. The contours of the 2D projections are drawn at 5\%.
with a mean anisotropy of $\zeta=0$. The distribution modes at a position shifted further away from the $x-y$ origin are assigned to the $\mathrm{Q}^{3}$ sites. This assignment is again consistent with their projection onto the isotropic chemical shift dimension, appearing in the -100 ppm
to -90 ppm range. The well-separated $\mathrm{Q}^{4}$ and $\mathrm{Q}^{3}$ distribution modes can be isolated within rectangular cuboids and are highlighted in red and blue colors, respectively, in the third column of Fig. 7.


FIG. 8. Smooth-LASSO inversion of the ${ }^{29} \mathrm{Si} 2 \mathrm{D}$ MAT-PIETA spectra of the $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ glass ${ }^{73}$ into the corresponding tri-variate tensor parameter distribution. The spectrum was acquired at a MAS speed of 790 Hz . On the left is the 2 D spectrum (top) and the corresponding residuals from the best fit (bottom). In the middle is the corresponding inversion solution for the shielding tensor distribution. The contours of the 2D projections from this 3D distribution onto the axes are shown along the face normal to the axis of projection. Similarly, the 1D projections from the respective 2D projections are shown on top of the respective 2D projection planes. The distribution on the right is similar to the middle, except the $Q^{4}$ and $Q^{3}$ distributions are highlighted in red and blue colors, respectively. The contours of the 2D projections are drawn at $5 \%$.

Another example, shown in the first column of Fig. 8, is the ${ }^{29}$ Si 2D MAT-PIETA spectrum for the silicate glass composition $\mathrm{KMg}_{0.5} \mathrm{O} \cdot \mathrm{SiO}_{2}$, obtained by Walder et al. ${ }^{73}$ In this 2 D spectrum, the anisotropic cross sections are MAS sideband spectra acquired at a spin rate of 790 Hz . This speed produces a sufficient number of sideband amplitudes across the $\mathrm{Q}^{3}$ and $\mathrm{Q}^{4}$ regions, $\sim 14$ and $\sim 5$, respectively, for obtaining the distribution of anisotropy parameters. As before, applying the smooth-LASSO inversion to each 1D anisotropic cross section along the isotropic dimension gives the 3D distribution of shielding tensor parameters shown in the second column of Fig. 8 along with 2D and 1D projections onto the corresponding planes and axes. Similarly, below the 2D spectrum is
the best fit residuals obtained with the inversion solution. For this glass composition, the inversion of the 2D spectrum also yields a bimodal distribution, with the well-separated mode near the $x-y$ origin assigned to the $\mathrm{Q}^{4}$ sites and mode shifted further away from the $x-y$ origin assigned to the $\mathrm{Q}^{3}$ sites. The shapes of the $\mathrm{Q}^{4}$ and $\mathrm{Q}^{3}$ distributions are similar to those shown in Fig. 7. The well-separated $Q^{4}$ and $Q^{3}$ distribution modes, isolated within rectangular cuboids, are highlighted in red and blue colors, respectively, in the third column of Fig. 8 .

The results of a moment analysis on the isolated $Q^{4}$ and $Q^{3}$ distribution modes shown in Figs. 7 and 8 are given in Table II. Also shown in Table II are the results from the previously published

TABLE II. Moment analysis up to the second moment of the isolated $Q^{4}$ and $Q^{3}$ distribution modes obtained from the smooth-LASSO inversion of the ${ }^{29}$ Si $2 D$ NMR spectra shown in Figs. 7 and 8 . The values for the isotropic chemical shift $\delta_{\text {iso }}, x$, and $y$ are reported as the mean $\pm$ standard deviation for the distribution modes. The previously determined isotropic chemical shift values $\delta_{\text {iso }}$ are also the mean $\pm$ standard deviation for the distribution modes. In previous work, only the distribution mean values $\bar{\zeta}$ and $\bar{\eta}$ could be determined.

| Composition | $\mathrm{Q}^{4}$ statistics from inversion (this work) |  |  |  |  |  |  | $Q^{4}$ statistics from previous work |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% |  | $\delta_{\text {iso }}(\mathrm{ppm})$ |  | $x$ (ppm) | $y(\mathrm{ppm})$ |  | \% |  | $\delta_{\text {iso }}(\mathrm{ppm})$ |  | References |  |
| $\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}$ | 59.23 |  | $-104.5 \pm 5.4$ |  | $9.6 \pm 6.4$ | $10.9 \pm 6.9$ |  | $57.7 \pm 0.4$ |  | $-104.7 \pm 5.2$ |  | 75 |  |
| $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ | 60.46 |  | $6-103.7 \pm 5.4$ |  | $8.5 \pm 4.8$ | $9.0 \pm 4.9$ |  | $57.8 \pm 0.1$ |  | $-103.7 \pm 5.31$ |  | 74 |  |
| $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ | 11.87 |  | $-98.0 \pm 5.4$ |  | $8.2 \pm 4.3$ | $8.8 \pm 4.4$ |  | $11.0 \pm 0.3$ |  | $-98.0 \pm 5.64$ |  | 74 |  |
| $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ | 55.53 |  | $-107.3 \pm 5.5$ |  | $8.7 \pm 4.6$ | $9.0 \pm 4.8$ |  | Not analyzed |  |  |  | 73 |  |
| Composition | $Q^{3}$ statistics from inversion (this work) |  |  |  |  |  |  | $\mathrm{Q}^{3}$ statistics from previous work |  |  |  |  |  |
|  | \% |  | $\delta_{\text {iso }}(\mathrm{ppm})$ | $x(\mathrm{ppm})$ | $y$ (ppm) | $\bar{\zeta}(\mathrm{ppm})$ | $\bar{\eta}$ | \% |  | ppm) | $\bar{\zeta}(\mathrm{ppm})$ | $\bar{\eta}$ | References |
| $\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}$ | 40.77 |  | $96.1 \pm 3.9$ | $11.0 \pm 7.2$ | $87.7 \pm 9.9$ | 88.4 | 0.16 | $42.3 \pm 0.4$ |  | $\pm 4.0$ | 89.0 | 0 | 75 |
| $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ | 39.54 |  | $90.6 \pm 4.3$ | $10.2 \pm 6.1$ | $79.1 \pm 7.8$ | 79.8 | 0.16 | $42.2 \pm 0.2$ |  | $\pm 4.29$ | 79.8 | 0 | 74 |
| $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ | 88.13 |  | $88.9 \pm 4.4$ | $10.1 \pm 6.5$ | $79.9 \pm 8.1$ | 80.5 | 0.16 | $89.0 \pm 0.1$ |  | $\pm 4.65$ | 80.7 | 0 | 74 |
| $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ | 44.47 |  | $97.0 \pm 4.8$ | $9.8 \pm 4.4$ | $62.5 \pm 10.7$ | 63.3 | 0.20 |  |  | nalyzed |  |  | 73 |

spectral analysis ${ }^{74,75}$ carried out using a forward non-linear leastsquares approach where an ad hoc Gaussian line shape convolution was applied to the anisotropic cross sections to model the structural disorder around the $\mathrm{Q}^{n}$ sites. In these earlier constrained analyses, the $\zeta$ and $\eta$ values were assumed to be zero for the $\mathrm{Q}^{4}$ sites, and the mean $\zeta$ values were determined for the $\mathrm{Q}^{3}$ sites with an assumption of $\eta=0$. As listed in Table II, the $\mathrm{Q}^{3}$ and $\mathrm{Q}^{4}$ populations, the mean and standard deviation of the $\mathrm{Q}^{3}$ and $\mathrm{Q}^{4}$ isotropic chemical shift distributions are in good agreement with the previously published spectral analyses. ${ }^{74,55}$ While there is also good agreement with the previously published mean $\zeta$ value for $\mathrm{Q}^{3}$, the inversion gives the non-zero mean values for $\eta$ in contrast to the assumed value of $\eta=0$ in the previous analyses. Additionally, it should be noted that the model-free inverse approach can yield a more accurate $\mathrm{Q}^{n}$ population as the model constraints in the forward non-linear least-squares approach generally lead to larger residuals and more systematic biases in quantifying integrated intensities. Most importantly, the overly restrictive assumptions on the anisotropy parameters for both $\mathrm{Q}^{3}$ and $\mathrm{Q}^{4}$ sites in these earlier works are eliminated in the smooth-LASSO inversion analysis. This creates new opportunities for more detailed analyses of the distribution of anisotropy parameters.

In Fig. 9 is a comparison of the bi-variate distributions of isotropic chemical shift, $\delta_{\text {iso }}^{(\mathrm{cs})}$, and nuclear shielding anisotropy, $\zeta$. These distributions are obtained by projecting out the asymmetry parameter dependence of the 3D tensor parameter distributions from the smooth-LASSO inversions of the ${ }^{29} \mathrm{Si} 2 \mathrm{D}$ NMR spectra shown in Figs. 7 and 8. The near-symmetric pair of peaks about $\zeta=0$ occurring at the more negative isotropic chemical shifts are assigned to the $\mathrm{Q}^{4}$ sites. The lower silica content in the $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ glass composition is reflected in the significantly lower $\mathrm{Q}^{4}$ distribution intensity. While it is often the first coordination sphere geometry that determines the second-rank anisotropy, there are situations where the mean first coordination sphere geometry has a symmetry that leads to no anisotropy. Such is the case with the tetrahedral symmetry around ${ }^{29} \mathrm{Si}$ in $\mathrm{Q}^{4}$ (and also $\mathrm{Q}^{0}$ ) sites. Thus, the origin of this near-symmetric pair of peaks in ${ }^{29}$ Si shielding anisotropy for $Q^{4}$ likely arises from random structural deviations away from this high symmetry in the first-coordination sphere of silicon. Again, this type of $\zeta$ distribution is consistent with the Czjzek distribution. As noted earlier, the synthetic VAS $\left(90^{\circ}\right)$ line shape arising from a Czjzek distribution is Gaussian. For this reason, Baltisberger et al. ${ }^{74}$ modeled the anisotropic ${ }^{29}$ Si line shape of the $\mathrm{Q}^{4}$ sites in MAF spectra with a Gaussian line shape. They found that this anisotropic Gaussian line width increases with increasing isotropic chemical shift. Close examination of the $\mathrm{Q}^{4}$ distributions in Fig. 9 also reveals an increase in the $\zeta$ distribution width when moving toward less negative isotropic chemical shifts, $\delta_{\text {iso }}^{(\text {cs })}$, in agreement with this earlier observation. Baltisberger et al. ${ }^{74}$ explained this increasing width by assigning the narrowest anisotropic cross sections at the most negative chemical shifts to $\mathrm{Q}^{4,4444}$ sites and the increasingly wider anisotropic cross sections at less negative chemical shits to $\mathrm{Q}^{4}$ sites in anionic clusters with $\mathrm{Q}^{3}$, such as $\mathrm{Q}^{4,4443}, \mathrm{Q}^{4,4433}, \mathrm{Q}^{4,4333}$, and $\mathrm{Q}^{4,3333}$. Here, the notation $Q^{4,4444}$ represents a $Q^{4}$ unit connected to four other $Q^{4}$ units, as in silica glass $\mathrm{SiO}_{2}$, while $\mathrm{Q}^{4,4333}$ represents a $\mathrm{Q}^{4}$ unit connected to one $\mathrm{Q}^{4}$ units and three $\mathrm{Q}^{3}$.

The widths of the $\zeta$ distribution for $\mathrm{Q}^{4}$ in the $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ and $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ glass compositions are narrower than in the


FIG. 9. Comparison of the bi-variate distributions of isotropic chemical shift, $\delta_{\text {iso }}^{(\mathrm{cs})}$, and nuclear shielding anisotropy, $\zeta$, obtained by projecting out the $\eta$ dependence of the 3D distributions from the smooth-LASSO inversions of the ${ }^{29}$ Si 2D NMR spectra shown in Figs. 7 and 8.
$\mathrm{Cs}_{2} \mathrm{O} \cdot 4.72 \mathrm{SiO}_{2}$ glass. This can be similarly explained with the commonly accepted view that the $\mathrm{Na}^{+}$and $\mathrm{Mg}^{2+}$, with a higher cation potential, i.e., higher charge to radius ratio ( $Z / r$ ), tend to cluster and lead to more silica-rich, i.e., $\mathrm{Q}^{4,4444}$, regions, thus leading to the narrower $\zeta$ distributions. Overall, these results represent the first quantification of the distribution of ${ }^{29} \mathrm{Si}$ shielding anisotropy for $\mathrm{Q}^{4}$ sites in a silicate glass and suggest possible correlations with structural features such as depolymerization of the network and modifier cation potential.

The $\mathrm{Q}^{3}$ modes in Fig. 9 occur at the lower negative isotropic chemical shifts and at the larger positive-only values of $\zeta$. While the $\mathrm{Q}^{3}$ distribution shapes also reveal slight correlations between $\zeta$ and isotropic chemical shifts-most noticeable in the $\mathrm{Na}_{2} \mathrm{O} \cdot 4.74 \mathrm{SiO}_{2}$ and $\mathrm{Rb}_{2} \mathrm{O} \cdot 2.25 \mathrm{SiO}_{2}$ glasses-it is difficult to speculate on the origin of these correlations without further investigations. Projecting out the isotropic chemical shift gives the 1D $\zeta$ distributions for the $\mathrm{Q}^{3}$ sites in the four silicate glass compositions shown together in Fig. 10. Baltisberger et al. ${ }^{74}$ found that the mean $\mathrm{Q}^{3}$ shielding anisotropy was linearly dependent on the silicon-non-bridging oxygen (NBO) bond length with decreasing anisotropy as the Si-NBO bond lengthened. Furthermore, they found that the Si-NBO bond length, in turn, is linearly dependent on the cation potential and the number of coordinating modifier cations. That is, both higher cation potentials and high modifier cation coordination lead to longer Si-NBO bond lengths. This linear dependence of the shielding anisotropy on the Si-NBO length is well known and dates back to work by Grimmer and co-workers ${ }^{94,95}$ in the early 1980s and similarly confirmed by Kirkpatrick and co-workers ${ }^{98,99}$ in phosphate glasses.

Jardón-Álvarez et al. ${ }^{75}$ proposed an approximate expression for the variations in the mean $\mathrm{Q}^{3}$ nuclear shielding $\zeta$ values given by

$$
\begin{equation*}
\bar{\zeta} \approx m\left(\left\langle d_{\mathrm{S} i-\mathrm{BO}}\right\rangle-\left\langle d_{\mathrm{Si}-\mathrm{NBO}}\right\rangle\right) \tag{40}
\end{equation*}
$$

where $\left\langle d_{\mathrm{Si}-\mathrm{BO}}\right\rangle$ and $\left\langle d_{\mathrm{Si}-\mathrm{NBO}}\right\rangle$ are the mean Si-O lengths involving the bridging ( BO ) and non-bridging oxygen on a $\mathrm{Q}^{3}$, respectively. A $\mathrm{Si}-\mathrm{O}$ length typically varies from $\sim 1.50 \AA$ to $\sim 1.60 \AA$ in going from


FIG. 10. A comparison of the distributions of the $Q^{3}$ anisotropy parameter, $\zeta$, from the smooth-LASSO inversion of the ${ }^{29}$ Si 2D NMR spectra shown in Figs. 7 and 8. Each $Q^{3}$ distribution has been normalized to the unit area.

Si-NBO to $\mathrm{Si}-\mathrm{BO}$. Assuming $\left\langle d_{\mathrm{Si}-\mathrm{BO}}\right\rangle$ to be $1.60 \AA$, they obtained an approximate slope of $m=1500 \mathrm{ppm} / \AA$. Using Eq. (40), we can approximately map the $\zeta$ distribution obtained from the smoothLASSO inversion into the full distribution of $\mathrm{Q}^{3} \mathrm{Si}-\mathrm{NBO}$ bond lengths, $d_{\mathrm{Si} \text { - NBO }}$, as shown along the top of the plot in Fig. 10. Each distribution peaks at a bond length consistent with known variations with composition. ${ }^{74}$ That is, the observed ordering in the Si-NBO bond length peaks, from shortest to longest, is a result of increasing network modifier cation potential and increasing coordination of the NBO by modifier cations. Cesium, with the lowest cation potential, results in the shortest mean Si-NBO bond length, shifting the $\zeta$ distribution toward larger values. The broader $\zeta$ distribution in the cesium silicate glass is also a result of its low cation potential, which leads to a more random distribution of cesium cations in the glass, i.e., a greater variation in cesium coordination numbers around nonbridging oxygen, ${ }^{75}$ and hence a larger distribution of $\mathrm{Si}-\mathrm{NBO}$ bond lengths. While rubidium has a lower cation potential than sodium, similar mean $\mathrm{Si}-\mathrm{NBO}$ bond lengths in the rubidium and sodium silicate glasses arise from a higher NBO coordination by rubidium than sodium-a simple consequence of the higher rubidium content in the glass composition. The high cation potential of $\mathrm{Mg}^{2+}$ leads to the longer $\mathrm{Si}-\mathrm{NBO}$ bond lengths in the $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ glass, shifting the $\zeta$ distribution toward smaller values. One might be tempted to interpret the broader distribution of $\zeta$ as a broader distribution in $\mathrm{Si}-\mathrm{NBO}$ bond lengths. One could even further suggest that such a broad $\mathrm{Si}-\mathrm{NBO}$ bond length distribution is a result of a variety of potassium and magnesium modifier coordination environments around the non-bridging oxygen. This explanation, however, is at odds with an earlier ${ }^{17} \mathrm{O}$ DAS study ${ }^{84}$ on this same composition, which suggests a high degree of ordering of K and Mg around the non-bridging oxygen. Instead, we believe that the broader distribution of $\zeta$ in the $\mathrm{KMg}_{0.5} \mathrm{O} \cdot 4 \mathrm{SiO}_{2}$ glass arises from greater distortions of the $\mathrm{SiO}_{4}$ tetrahedra, in this case the $\mathrm{Q}^{3}$ sites, caused by the stronger oxygen coordination requirements around $\mathrm{Mg}^{2+}$. Thus, while Eq. (40) appears to be a reasonable model for interpreting the mean $\bar{\zeta}$ in terms of the difference in mean distances, $\left\langle d_{\mathrm{Si}-\mathrm{BO}}\right\rangle$ and $\left\langle d_{\mathrm{Si}-\mathrm{NBO}}\right\rangle$, some care must be taken in using it to interpret the $\zeta$ distribution width.

In Fig. 11 are the final experimental examples: the ${ }^{29} \mathrm{Si} 2 \mathrm{D}$ MAF spectra of $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ glass, obtained by Zhang et al., ${ }^{96}$ and $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ glass, obtained by Davis et al. ${ }^{97}$ These two spectra have less discernible features than the previously discussed 2D spectra of alkali silicate glasses for reasons mainly attributable to the higher cation potentials of the network modifying cations, $\mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$. While $\mathrm{Q}^{2}$ is the predominant anionic species present in both glass compositions, the higher cation potentials of the alkaline earth $\mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$ cations lead to an increase in the disproportionation reactions

$$
\begin{equation*}
2 \mathrm{Q}^{n} \rightleftharpoons \mathrm{Q}^{n-1}+\mathrm{Q}^{n+1} \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \mathrm{Q}^{0} \rightleftharpoons 2 \mathrm{Q}^{1}+\mathrm{O}^{2-} \tag{42}
\end{equation*}
$$

in the melt from which the glass was formed and therefore more disorder in the types of anionic species present in the glass. ${ }^{96,97,100,101}$ Thus, compared to the previously discussed alkali silicate glass spectra, we observe a wider range of isotropic ${ }^{29} \mathrm{Si}$ chemical shifts due


FIG. 11. Smooth-LASSO inversions of the ${ }^{29}$ Si 2 D MAF spectra ${ }^{96,97}$ for the (a) $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ and (c) $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ glasses, into the corresponding tri-variate tensor parameter distribution. In (a) and (c) are the 2D MAF spectra of silicate glass (top) and the corresponding residuals from the best fit (bottom). In (b) and (d) are the corresponding inversion solutions for the shielding tensor distributions. The contours of the 2 D projections from this 3D distribution onto the axes are shown along the face normal to the axis of projection. Similarly, the 1D projections from the respective 2D projections are shown on top of the respective 2 D projection planes. The contours of the 2D projections are drawn at $5 \%$.
to the presence of all five possible $\mathrm{Q}^{n}$ environments. This anionic species disorder is even greater for $\mathrm{Mg}^{2+}$ than $\mathrm{Ca}^{2+}$ given its relatively higher cation potential, and this is also reflected in the corresponding larger isotropic line width of the $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ spectrum in Fig. 11. As the high cation potentials of $\mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$ lead to $\mathrm{Si}-\mathrm{NBO}$ bonds approaching Si-BO bond lengths, there is a systematic drop in the magnitude of the mean ${ }^{29} \mathrm{Si}$ shielding anisotropy, $\zeta$, for the $\mathrm{Q}^{1}, \mathrm{Q}^{2}$, and $\mathrm{Q}^{3}$ sites. ${ }^{96,97}$ The effect is less for $\mathrm{Ca}^{2+}$ than $\mathrm{Mg}^{2+}$ given its relatively lower cation potential. For this reason, it is somewhat easier to discern the variations in the slightly larger $\mathrm{Q}^{n}$ anisotropic line shapes in the $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ spectrum in Fig. 11 with changing isotropic chemical shift. Finally, the stronger oxygen coordination requirement around $\mathrm{Ca}^{2+}$ and, even more so for $\mathrm{Mg}^{2+}$, is expected to lead to greater intra-tetrahedral distortions of the $\mathrm{SiO}_{4}$, and overall broader distributions of shielding tensor parameters for all $\mathrm{Q}^{n}$ sites.

Applying the smooth-LASSO inversion to each 1D anisotropic cross section along the isotropic dimension gives the 3D distribution of shielding tensor parameters shown in Figs. 11(b) and 11(d) along with 2 D and 1 D projections onto the corresponding planes and axes. Similarly, below the 2D spectrum is the best fit residuals obtained with the inversion solution. While we know the underlying $\mathrm{Q}^{n}$ tensor parameter distributions for these spectra are multi-modal, with modes associated with each of the five possible $Q^{n}$ environments, we expect the various modes to separate along the isotropic dimension such that the inversion of a given 1D anisotropic cross section yields primarily a unimodal or bimodal distribution. To a certain degree, this is observed in the smooth-LASSO inversion of
both the $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ and $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ spectra; however, as one can see in Figs. 11(b) and 11(d), the individual distribution modes are strongly overlapping-although the situation is slightly better in the $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ case due to its larger and more discernible anisotropic line shapes. Unfortunately, given the extent of overlapping distributions, any statistical analysis of individual $\mathrm{Q}^{n}$ distribution modes in these two spectra would require additional modeling and is beyond the scope of this work.

On the left in Figs. 12 and 13 are the bi-variate distributions of isotropic chemical shift, $\delta_{\text {iso }}^{(\text {cs })}$, and nuclear shielding anisotropy, $\zeta$, obtained by projecting out the $\eta$ dependence of the 3D distributions from the smooth-LASSO inversions of the ${ }^{29} \mathrm{Si} 2 \mathrm{D}$ NMR spectra shown in Fig. 11, respectively. On the right in Figs. 12 and 13 are five $x-y$ cross sections from the smooth-LASSO inversion, labeled (a)-(e), taken at isotropic chemical shifts corresponding to the approximately most probable $\mathrm{Q}^{4}, \mathrm{Q}^{3}, \mathrm{Q}^{2}, \mathrm{Q}^{1}$, and $\mathrm{Q}^{0}$ regions, respectively. Overlaid on each of the five $x-y$ cross sections from the smooth-LASSO inversion is a small white circular marker whose position corresponds to the previously reported mean $\zeta$ and $\eta$ values. These were obtained using a forward non-linear least-squares approach with an ad hoc Gaussian line shape convolution applied to the anisotropic cross sections to model the structural disorder around the $\mathrm{Q}^{n}$ sites. Again, in these earlier analyses, the $\zeta$ and $\eta$ values were assumed to be zero for the $\mathrm{Q}^{4}$ and $\mathrm{Q}^{0}$ sites along with sample-specific constraints for the mean $\zeta$ and $\eta$ values of the other $\mathrm{Q}^{n}$ sites. ${ }^{96,97}$

The stronger mode intensity of all $\mathrm{Q}^{n}$ inversion cross sections relative to the $\mathrm{Q}^{2}$ cross section in the $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ vs the $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$


FIG. 12. On the left is the bi-variate distribution of isotropic chemical shift, $\delta_{\text {iso }}^{(\text {cs })}$, and nuclear shielding anisotropy, $\zeta$, in $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$ glass obtained by projecting out the $\eta$ dependence of the 3D distributions from the smooth-LASSO inversions of the ${ }^{29}$ Si NMR spectra shown in Fig. 11. On the right are five smooth-LASSO inversion $x-y$ cross sections, labeled (a)-(e), taken at isotropic chemical shifts corresponding to the approximately most probable $Q^{4}, Q^{3}, Q^{2}, Q^{1}$, and $Q^{0}$ regions, respectively. The white circular marking over the distributions is the reported values for the corresponding label site. The contours are drawn at every $10 \%$.
case is consistent with the expected increased disproportionation of anionic species. Furthermore, the widths of the distribution in the $x-y$ cross sections are greater for $\mathrm{Q}^{3}, \mathrm{Q}^{2}$, and $\mathrm{Q}^{1}$ in $\mathrm{MgO} \cdot \mathrm{SiO}_{2}$ compared to $\mathrm{CaO} \cdot \mathrm{SiO}_{2}$. Again, this is as expected based on the increased intra-tetrahedral distortions induced by the higher cation potential of $\mathrm{Mg}^{2+}$.

Unrelated to the glass structural chemistry, a possible factor contributing to the broad overlapping $\mathrm{Q}^{n}$ tensor parameter distributions in these particular samples, unlike those in Figs. 7 and 8, is that both samples are made from $\mathrm{SiO}_{2}$ that was highly enriched ( $>95 \%$ ) in ${ }^{29} \mathrm{Si}$. The homonuclear ${ }^{29} \mathrm{Si}$ dipolar couplings in these samples, particularly at low external magnetic field strengths, lead to an increased spectral broadening of the anisotropic cross sections. It is far from trivial to expand the kernel subspectral basis to include the variation due to these homonuclear ${ }^{29} \mathrm{Si}$ dipolar couplings. Thus, the inversion of these spectra, using a kernel intended only for modeling the spectra of dilute spin $1 / 2$ nuclei, i.e., not accounting for broadenings from dipolar couplings or finite transition lifetimes, will be biased toward broader solutions.

We close this section by noting that the inversion kernel of subspectra assumes an ideal response free from artifacts, i.e., an undistorted pure absorption-mode spectrum with no convolution from
signal truncations due to delayed acquisition or insufficient acquisition lengths. For example, while many 2D isotropic/anisotropic correlation methods can benefit from the higher sensitivity obtained with echo train acquisition methods, signal artifacts are introduced if there is signal truncation due to the finite acquisition time between $\pi$ pulses. Additional signal artifacts may be introduced if the $\pi$ pulse spacing is not synchronous with the sample rotation rate. In some cases, the kernel of subspectra can incorporate certain systematic distortions, e.g., receiver dead times or echo train finite acquisition time windows, and reduce some broadening of the inversion solution due to these artifacts. Each 2D isotropic/anisotropic correlation method may also have its own specific artifacts that need to be suppressed or, if possible, incorporated into the inversion kernel. For MAS sideband spectra, the experimental spinning speed must be accurately known and stable throughout the measurement. In the magic-angle flipping technique, a high enough rotor speed is needed to make sure the spectrum is sideband free. Additionally, if there is a difference in the external magnetic field strength, then the pure anisotropic dimension obtained after shearing the 2D MAF spectrum may still include a small isotropic component. This issue can be corrected by recording the difference in the field strength at the two angles and correcting the sheared MAF dataset using this value.


FIG. 13. On the left is the bi-variate distribution of isotropic chemical shift, $\delta_{\text {iso }}^{(\text {cs })}$, and nuclear shielding anisotropy, $\zeta$, in $\mathrm{MgO}^{2} \cdot \mathrm{SiO}_{2}$ glass obtained by projecting out the $\eta$ dependence of the 3D distributions from the smooth-LASSO inversions of the ${ }^{29}$ Si NMR spectra shown in Fig. 11. On the right are five smooth-LASSO inversion $x-y$ cross sections, labeled (a)-(e), taken at isotropic chemical shifts corresponding to the approximately most probable $Q^{4}, Q^{3}, Q^{2}, Q^{1}$, and $Q^{0}$ regions, respectively. The white circular marking over the distributions is the reported values for the corresponding label site. The contours are drawn at every $10 \%$.

## IV. SUMMARY

In this work, we have shown that the linear inversion of a pure anisotropic spectrum into a two-dimensional distribution of the second-rank nuclear shielding tensor anisotropy parameters can be successfully performed using the Smooth Least Absolute Shrinkage and Selection Operator ${ }^{50}$ (S-LASSO) estimator, a variant of the Elastic-Net estimator, ${ }^{49}$ as a penalty function along with 10 -fold cross-validation.

We also propose a piecewise polar coordinate system-where the magnitude of NMR tensor anisotropy parameter, $\zeta$, forms the radial dimension and the asymmetry parameter, $\eta$, forms the angular dimension-to minimize the rank deficiency of the kernel and obtain a more robust and unambiguous inversion. This polar coordinate system also facilitates the classification of structural motifs present in amorphous materials, e.g., the $\mathrm{Q}^{n}$ species present in silicate glasses, through their characteristic NMR tensor parameter distributions.

We find the smooth-LASSO performance to be superior to other commonly used regularization approaches and able to regularize the inverse solutions of spectra from both amorphous and
crystalline materials. It performs reliably with a variety of synthetic purely anisotropic 1D spectra [VAS $\left(90^{\circ}\right)$ and MAS sidebands] generated from known (ground truth) bivariate uni-modal distributions of nuclear shielding anisotropy parameters having different shapes and widths. In the supplementary material, we also show similarly good performance for the smooth-LASSO inversion of various synthetic purely anisotropic 1D spectra arising from more challenging bivariate bi- and tri-modal distributions of nuclear shielding anisotropy parameters.

When applied to experimental 2D solid-state NMR spectra correlating isotropic and anisotropic frequencies, the smooth-LASSO inversion provides a general approach for obtaining the trivariate distribution of isotropic shifts and the nuclear interaction tensor anisotropy and asymmetry parameters. We present the results from applying the smooth-LASSO inversion to the previously published experimental 2D ${ }^{29}$ Si NMR magic-angle flipping or magic-angle turning spectra of six different alkali and alkaline earth silicate glass compositions. We find that these results not only agree with the previously performed non-linear forward least-squares spectral analyses but further provide an unparalleled level of quantitative details about the distribution of ${ }^{29} \mathrm{Si}$ nuclear shielding tensor parameters
in these glasses. Here, we show how such results allow us to probe the intra-tetrahedral distortions of $\mathrm{Q}^{n}$ and the distance distributions for silicon-non-bridging oxygen bonds on $\mathrm{Q}^{3}$ sites. More generally, the smooth-LASSO-determined trivariate distributions of nuclear shielding tensor parameters in a variety of glass compositions can provide a wealth of new data for both supervised and unsupervised machine learning efforts to classify structural motifs present in both crystalline and amorphous solids.

We emphasize that the primary advantage of the smoothLASSO inversion over forward least-squares analyses is that it is model free. While the forward least-squares analysis has an advantage of mathematical simplicity, a main drawback is that it requires an explicit model for the probability distribution of NMR tensor parameters. Depending on the form of this explicit model, a forward least-squares analysis can lead to solutions biased toward narrower or broader parameter distributions. In contrast, the smooth-LASSO method biases solutions toward broader distributions of NMR tensor parameters. We show that such broadening of the inversion solutions of NMR spectra can occur from increased noise, increased MAS speeds, and spectral broadenings from spin relaxation or homogeneous dipolar couplings.

The smooth-LASSO inversion presented in this study is general and can be extended to anisotropic spectra arising from other subspectral bases, such as the central transition of second-order broadened quadrupolar nuclei. It can, for example, be readily applied to 2D DAS spectra. In the case of 2D MQ-MAS, where there is a non-uniform excitation and detection of spectral frequencies, knowledge of the excitation and mixing radio frequency field strengths will be needed to generate an accurate kernel of subspectra. Of course, one-dimensional Bloch decay spectra of solids are not purely anisotropic-neither static nor MAS spectra. In principle, one could extend the smooth-LASSO inversion to such spectra with a suitable expansion of the subspectral basis to include the variation due to isotropic shifts as well as other NMR interaction parameters. The increasing size of the kernel with the increasing dimensionality of the multi-variate distribution of NMR parameters, however, could lead to greater uncertainties in the inversion solution as well as make the approach more computationally intense.

## SUPPLEMENTARY MATERIAL

See the supplementary material for an outline of the smoothLASSSO algorithm, additional examples of linear inversion, and tables of tensor distribution moment analyses and optimum hyperparameters for the inversion of all synthetic datasets.
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## APPENDIX: DETERMINING HYPERPARAMETERS

## 1. SVD truncation parameter, $r$

The hyperparameter, $r$, can be determined from the noise standard deviation ${ }^{57-59}$ or from more sophisticated methods such as Akaike Information Criterion ${ }^{6,104}$ and entropy theory. ${ }^{48,105}$ Here, we implement the maximum entropy ${ }^{48}$ based method. Let the dataset entropy ( $0 \leq E \leq 1$ ) be

$$
\begin{equation*}
E=-\frac{1}{\log (l)} \sum_{j=1}^{l} \mathcal{S}_{j} \log \left(\mathcal{S}_{j}\right) \tag{A1}
\end{equation*}
$$

where $l=\min (m, n)$ and $\mathcal{S}_{j}$ is the $j$ th normalized eigenvalue of the matrix $\boldsymbol{K} \mathbf{K}^{T}$ given by

$$
\mathcal{S}_{j}=\frac{\varsigma_{j}^{2}}{\sum_{k=1}^{l} \varsigma_{k}^{2}},
$$

where $\varsigma_{j}$ is the $j$ th singular value. The contribution of the $i$ th feature to the total entropy $E$ is defined by leave one out comparison, which follows

$$
\begin{equation*}
\nabla E_{i}=E-E_{i}=E-\frac{E \log (l)+\mathcal{S}_{i} \log \left(\mathcal{S}_{i}\right)}{\log (l-1)} \tag{A2}
\end{equation*}
$$

where $E_{i}$ is the entropy with the $i$ th contribution removed. Let $c$ and $d$ be the mean and the standard deviation of $\nabla E_{i}$ 's, then the optimum truncation index is given as

$$
\begin{equation*}
r=\underset{i}{\operatorname{argmin}}\left(\nabla E_{i}-c+d\right) . \tag{A3}
\end{equation*}
$$

## 2. Hyperparameters, $\lambda$ and $\alpha$

When the number of parameters in the model space, $\mathbf{f} \in \mathbb{R}^{n}$, exceeds the number of points in the data space, or more specifically, the reduced data space, $r$, classic overfitting of the OLS problem is a real issue. Given the ill-conditioned nature of the problem, the condition $n \gg r$ is frequently encountered. In such cases, the regularization parameters $\alpha, \lambda>0$, in Eq. (32), can be interpreted as the tuning parameters. Setting the tuning parameters too small leads to the classic overfitting of the OLS problem with the resulting model also fitting the noise. If the tuning parameters are set too large, the model may never adequately describe the data. In practice, one wants to avoid both extremes, and therefore, the challenge is finding the values of $\lambda$ and $\alpha$ that is just right.

Cross-validation ${ }^{106}$ is a widely used method in determining the optimum hyperparameters. Cross-validation is a statistical learning method for evaluating the generalized performance and stability of the model. Our approach uses a stratified $k$-fold cross-validation method: the signal $\mathbf{s}$ is divided into $k$ subsets of roughly equal size, $m_{i} \approx m / k$, called folds, where $k$ is an integer number, typically chosen as 5 or 10. In addition, a range of hyperparameter values, in this case, $\lambda \in \mathbb{R}_{+}^{n_{\lambda}}$ and $\alpha \in \mathbb{R}_{+}^{n_{\alpha}}$, are chosen on a uniform log scale, where the subscript + denotes positive numbers and $n_{\lambda}$ and $n_{\alpha}$ are the total number of $\lambda$ and $\alpha$ values. Out of $k$ folds, one fold is set aside and is called the test set. The remaining $(k-1)$-folds are collectively called the training set. In the following notation, we represent the $i$ th test set with $\mathbf{s}^{i}$ and the corresponding training set with $\mathbf{s}^{-i}$. Similarly, the
corresponding kernels are designated with $\mathbf{K}^{i}$ and $\mathbf{K}^{-i}$, respectively. For every training set, $\mathbf{s}^{-i}$, the model $\mathbf{f}_{i}(\lambda, \alpha)$ is evaluated, following

$$
\begin{equation*}
\mathbf{f}_{i}(\lambda, \alpha)=\underset{\mathbf{f} \geq 0}{\operatorname{argmin}}\left(\frac{1}{m-m_{i}}\left\|\mathbf{K}^{-i} \cdot \mathbf{f}-\mathbf{s}^{-i}\right\|_{2}^{2}+\lambda\|\mathbf{f}\|_{1}\right) \tag{A4}
\end{equation*}
$$

for the range of $\lambda$ and $\alpha$ values. Next, the mean square error (MSE), called the test error of the test set, is evaluated using

$$
\begin{equation*}
\epsilon_{i}(\lambda, \alpha)=\frac{1}{m_{i}} \sum\left(\mathbf{K}^{i} \cdot \mathbf{f}_{i}(\lambda, \alpha)-\mathbf{s}^{i}\right)^{2}, \tag{A5}
\end{equation*}
$$

where the summation runs over the elements of the test set, $\mathbf{s}^{i}$. This process is repeated $k$ times while assigning a different fold as the test set each time. The cross-validation error is then given as

$$
\begin{equation*}
C V(\lambda, \alpha)=\frac{1}{m} \sum_{i=1}^{k} m_{i} \epsilon_{i}(\lambda, \alpha) \tag{A6}
\end{equation*}
$$

The optimal $\lambda^{*}$ and $\alpha^{*}$ hyperparameters are determined as the argument that minimizes the cross-validation error, given as

$$
\begin{equation*}
\lambda^{*}, \alpha^{*}=\underset{\lambda, \alpha}{\operatorname{argmin}}\left(\left|C V(\lambda, \alpha)-\sigma_{e}^{2}\right|\right), \tag{A7}
\end{equation*}
$$

where $\sigma_{e}$ is the standard deviation of the noise.

## DATA AVAILABILITY

The open-source python package, mrinversion, for implementing the smooth-LASSO inversion described here along with documentation for its installation and use is made available in Zenodo at http://doi.org/10.5281/zenodo. 3964643 (Ref. 54). The documentation for mrinversion also includes example scripts for obtaining inversions of all the experimental datasets presented in this work, as well as numerous synthetic datasets. The experimental $\mathrm{CSDM}^{102}$ compliant datasets and their inversion solutions that support the findings of this study are openly available in Zenodo at http://doi.org/10.5281/zenodo. 3964530 (Ref. 103).
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## S1 Smooth-LASSO inversion algorithm

A summary of the smooth-LASSO inversion computational approach is given in Algorithm 1.

## S2 Role of Hyperparameters

To illustrate the role of the $a$ hyperparameter, we apply the smooth-LASSO inversion method on spectra with increasing noise standard deviations as shown in Fig. S1. In this investigation, the U-1 unimodal ground truth distribution of Fig. 3 is used to generate synthetic spectra with increasing noise standard deviations labeled as (E-1) $\sigma_{e}=0.0005$, (E-2) $\sigma_{e}=0.001$, (E-3) $\sigma_{e}=0.01$, and (E4) $\sigma_{e}=0.02$ in Fig. S1. These synthetic VAS $\left(90^{\circ}\right)$ and MAS sideband spectra are shown in the first and third columns of Fig. S1, respectively. Eash synthetic spectrum and the corresponding fit are depicted in black and red, respectively, with the residuals depicted above each spectrum. The second and fourth columns show the best-fit nuclear shielding tensor distributions obtained from the inversions of the synthetic VAS $\left(90^{\circ}\right)$ and MAS sideband spectra, respectively. The histogram on the top and right of each distribution is the projection on to the respective coordinate axes.

## TSVD compression algorithm

Input K, s
$\mathbf{U}, S, \mathbf{V}^{T}=\operatorname{SVD}(\mathbf{K})$
Determine the TSVD truncation parameter, $r$.
Calculate truncated matrices, $\mathbf{U}_{r}, \boldsymbol{S}_{r}$, and $\mathbf{V}_{r}$ from $r$.
Evaluate the compressed kernel, $\tilde{\mathbf{K}}$, and compressed signal, $\tilde{\mathbf{s}}$.

## 10-fold cross-validation algorithm

Import: $\tilde{\mathbf{K}}, \tilde{\mathbf{s}}$
Set: $\lambda=\left[\lambda_{l}\right]_{l=1}^{n_{\lambda}}$ and $\alpha=\left[\alpha_{j}\right]_{j=1}^{n_{\alpha}}$ as the pre-defined range of $\lambda$ and $\alpha$ values, respectively.
Divide the compressed signal, $\tilde{\mathbf{s}}$, into $\left[\tilde{\mathbf{s}}^{i}\right]_{i=1}^{10}$ test sets of roughly equal size.
Similarly, divide the compressed kernel, $\tilde{\mathbf{K}}$, into $\left[\tilde{\mathbf{K}}^{i}\right]_{i=1}^{10}$.
Create the training sets $\left[\tilde{\mathbf{s}}^{-i}\right]_{i=1}^{10}$ by leaving out the $i^{\text {th }}$ set.
Create the corresponding training set kernels, $\left[\tilde{\mathbf{K}}^{-i}\right]_{i=1}^{10}$.
for $i \leftarrow 1$ to 10 do
set: testSet $\leftarrow \tilde{\mathbf{K}}^{i}, \tilde{\mathbf{s}}^{i} ;$ trainingSet $\leftarrow \tilde{\mathbf{K}}^{-i}, \tilde{\mathbf{s}}^{-i}$
for $j \leftarrow 1$ to $n_{\alpha}$ do
Calculate the augmented kernel, $\mathbf{K}_{d}^{-i}$, and augmented signal, $\mathbf{s}_{d}^{-i}$, from $\tilde{\mathbf{K}}^{-i}$ and $\tilde{\mathbf{s}}^{-i}$, respectively, and the hyperparameter $\alpha_{j}$,
for $l \leftarrow 1$ to $n_{\lambda}$ do
Train
Solve the following LASSO estimator over the augmented dataset using the

$$
\text { hyperparameter } \lambda_{l}, \mathbf{f}_{i}\left(\lambda_{l}, \alpha_{j}\right)=\underset{\mathbf{f}}{\operatorname{argmin}}\left(\left\langle\left\|\mathbf{K}_{d}^{-i} \mathbf{f}-\mathbf{s}_{d}^{-i}\right\|_{2}^{2}\right\rangle+\lambda_{l}\|\mathbf{f}\|_{1}\right) .
$$

Test
Calculate the mean square error (MSE) of the test set using the model $\mathbf{f}_{i}\left(\lambda_{l}, \alpha_{j}\right)$,

$$
\epsilon_{i}\left(\lambda_{l}, \alpha_{j}\right)=\left\langle\left(\mathbf{s}^{i}-\mathbf{K}^{i} \mathbf{f}\left(\lambda_{l}, \alpha_{j}\right)\right)^{2}\right\rangle .
$$

end
end
end
Calculate the cross-validation error.
Calculate the optimum hyperparameters.

## Solution

Calculate the augmented kernel, $\mathbf{K}_{d}$, and augmented signal, $\mathbf{s}_{d}$, from the complete kernel $\tilde{\mathbf{K}}$ and signal $\tilde{\mathbf{s}}$, respectively, and the optimum hyperparameter $\alpha^{*}$.
Solve the following LASSO estimator over the augmented dataset using the optimum hyperparameter $\lambda^{*}, \mathbf{f}=\underset{\mathbf{f}}{\operatorname{argmin}}\left(\left\langle\left\|\mathbf{K}_{d} \mathbf{f}-\mathbf{s}_{d}\right\|_{2}^{2}\right\rangle+\lambda^{*}\|\mathbf{f}\|_{1}\right)$,
where, $\mathbf{f}$ is the optimum solution.
Algorithm 1: TSVD-S-LASSO hybrid algorithm with the ten-fold cross-validation.

The mean positions, standard deviations, and correlation coefficients of the inverted distributions along the $x$ and $y$ directions, along with the U-1 ground truth distribution values, are shown in Table S1. While the inversion of the spectra remains stable with increasing noise, the quality of inversion decreases somewhat as the noise in the corresponding spectrum increases. As seen in Table S1, the inverted distributions from the lower noise E-1 and E-2 spectra show good agreement, with mean and the standard deviation within 0.1 ppm of the ground truth distribution values. In comparison, the inverted distributions from the higher noise E-3 and E-4 spectra have mean positions that are displaced slightly away from the ground truth values, and also have larger standard deviations, an indication of a greater uncertainty in the inversion of the anisotropic spectrum.

In comparing the hyperparameters from the E series of inversions in Table S2, we see that the optimum $a^{*}$ value increases systematically with increasing noise added to the VAS $\left(90^{\circ}\right)$ and MAS sideband spectra. No significant variation in $b^{*}$ is observed, as expected, since the ground truth distribution is identical for all cases in Fig. S1 and the same $x-y$ grid representation, i.e., basis subspectra, is used for the inversions.

To illustrate the role of the $b$ hyperparameter, we performed the linear inversion method on synthetic spectra as a function of the width of the ground truth distribution, as shown in Fig. S2. The ground truth distributions shown in the first column are bivariate normal distributions with mean values of $\mu_{x}=35 \mathrm{ppm}, \mu_{y}=75 \mathrm{ppm}$, a correlation coefficient of $r_{x y}=0.12$, and increasing standard deviations labeled as (S-1) $\sigma_{x}=\sigma_{y}=1.25 \mathrm{ppm},(\mathrm{S}-2) \sigma_{x}=\sigma_{y}=2.5 \mathrm{ppm}$, (S-3) $\sigma_{x}=\sigma_{y}=6.25 \mathrm{ppm}$, and (S-4) $\sigma_{x}=\sigma_{y}=7.5 \mathrm{ppm}$. As was the case in Figs. 3 and S1, each ground truth distribution is sampled over a high resolution $x-y$ grid and the inversion of each synthetic anisotropic spectrum is carried out over a lower resolution $(25 \times 25) x-y$ grid with each grid cell (basis subspectrum) supersampled on a $5 \times 5$ sub-grid. The distributions in the third and the fifth columns are from the inversion of the corresponding synthetic VAS ( $90^{\circ}$ ) and MAS sidebands spectra, respectively. The mean positions, standard deviations, and correlation coefficients of these inverted distributions along the $x$ and $y$ directions, shown in Table S1, are in good agreement with their corresponding ground truth distribution values. As all inversions are performed on identical $(25 \times 25) x-y$ grids, we see a systematic increase in the optimum $b^{*}$ hyperparameter in Table S 2 as the sparsity of the solution decreases with increasing distribution width.

## S3 Bimodal Distribution

In this section we give additional examples of smooth-LASSO inversions of synthetic datasets generated from various bimodal ground truth distributions. The distribution labeled B-1 in the first column of Fig. S3 consists of a linear combination of Czjzek and extended Czjzek distributions calculated in the $\zeta$ and $\eta$ coordinates according to

$$
f_{\mathrm{B}-1}(\zeta, \eta)=\frac{1}{2} p_{A}^{(C)}(\zeta, \eta)+\frac{1}{2} p_{B}^{(X C)}(\zeta, \eta)
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(C)}(\zeta, \eta)$ parameters are $\sigma_{c, A}=6.64 \mathrm{ppm}$ and the $p_{B}^{(X C)}(\zeta, \eta)$ parameters are $\mu_{\zeta, B}=65 \mathrm{ppm}, \mu_{\eta, B}=0$, and $\epsilon_{B}=0.21$.

The bimodal distribution labeled B-2 consists of a linear combination of two extended Czjzek distributions calculated in the $\zeta$ and $\eta$ coordinates according to

$$
f_{\mathrm{B}-2}(\zeta, \eta)=\frac{1}{3} p_{A}^{(X C)}(\zeta, \eta)+\frac{2}{3} p_{B}^{(X C)}(\zeta, \eta),
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(X C)}(\zeta, \eta)$ distribution parameters are $\mu_{\zeta, A}=75 \mathrm{ppm}$, and $\mu_{\eta, A}=0.5, \epsilon_{A}=0.1$ and the $p_{B}^{(X C)}(\zeta, \eta)$ parameters are $\mu_{\zeta, B}=55 \mathrm{ppm}, \mu_{\eta, B}=0$, and $\epsilon_{B}=0.13$.


Figure S1: Comparison of smooth-LASSO inversion of synthetic purely anisotropic spectra originating from the ( $\mathrm{U}-1$ ) unimodal bivariate shielding tensor distribution as a function of noise standard deviations, (E-1) $\sigma_{e}=0.0005$, (E-2) $\sigma_{e}=0.001$, (E-3) $\sigma_{e}=0.01$, and (E-4) $\sigma_{e}=0.02$. In the first and third columns are the corresponding synthetic VAS ( $90^{\circ}$ ) spectrum and MAS sideband spectrum, respectively, along with the best fit spectrum shown in red. Above each spectrum are the residuals. In the second and fourth columns are the corresponding inversion solutions for the shielding tensor distributions along with histogram projections onto the coordinate axes. The contours are drawn at every $10 \%$.


Figure S2: Comparison of smooth-LASSO inversions as a function of the width of the ground truth distribution. The true shielding tensor distributions are shown in the first column. In the second and fourth columns are the corresponding synthetic VAS $\left(90^{\circ}\right)$ spectrum and MAS sideband spectrum, respectively, along with the best fit spectrum shown in red. The inversion solutions for the shielding tensor distributions from the VAS $\left(90^{\circ}\right)$, and MAS sideband spectra are shown in the third and fifth columns, respectively. From top to bottom, the rows are arranged in the order of increasing width of the true distribution, where each distribution is a bivariate normal distribution with mean ( $\left.\mu_{x}=35 \mathrm{ppm}, \mu_{y}=75 \mathrm{ppm}\right)$ and correlation coefficient, $r_{x y}=0.12$. The standard deviations, $\sigma_{x}=\sigma_{y}$ of the distributions are (S-1) 1.25 ppm , (S-2) 2.5 ppm , (S-3) 6.25 ppm , and (S-4) 7.5 ppm , respectively. The contours are drawn at $10 \%$.


Figure S3: Comparison of smooth-LASSO inversion of synthetic purely anisotropic spectra originating from three different bimodal bivariate shielding tensor distributions along rows labeled B-1, B-2, and B-3. In the first column are the ground truth distributions along with 1D projections onto the coordinate axes. In the second and fourth columns are the corresponding synthetic VAS $\left(90^{\circ}\right)$ spectrum and MAS sideband spectrum, respectively, with noise, $\sigma_{e}=0.005$, along with the best fit spectrum shown in red. Above each spectrum are the residuals. In the third and fifth column are the corresponding inversion solutions for the shielding tensor distributions shown with histogram projections onto the coordinate axes. The contours are drawn at every $10 \%$.

The bimodal distribution labeled B-3 consists of a linear combination of two extended Czjzek distributions calculated in the $\zeta$ and $\eta$ coordinates according to

$$
f_{\mathrm{B}-3}(\zeta, \eta)=\frac{1}{2} p_{A}^{(X C)}(\zeta, \eta)+\frac{1}{2} p_{B}^{(X C)}(\zeta, \eta)
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(X C)}(\zeta, \eta)$ distribution parameters are $\mu_{\zeta, A}=75 \mathrm{ppm}$, $\mu_{\eta, A}=0.5$, and $\epsilon_{A}=0.13$ and the $p_{B}^{(X C)}(\zeta, \eta)$ distribution parameters are $\mu_{\zeta, B}=-65 \mathrm{ppm}, \mu_{\eta, B}=0$, and $\epsilon_{B}=0.16$.

In the second and fourth columns of Fig. S3 are the pure anisotropic 1D VAS $90^{\circ}$ and MAS simulations of the respective bimodal distribution in the first column. The plot is black in the simulation with added noise of $\sigma_{e}=0.005$, and the plot in red is the fit. On top of the plots is the fit residuals. In the third and fifth columns are the solution form the Smooth-LASSO inversion method applied to the VAS and MAS spectra, respectively. The statistics of the bimodal distribution from each inversion is shown in Table S1.

## S4 Tri-modal distributions

Figure S4 depicts the results of the smooth-LASSO inversion on spectra originating from various ground truth trimodal distributions. The trimodal distribution labeled T-1 in Fig. S4 consists of a linear combination of two extended Czjzek distributions and one Czjzek distribution calculated in the $\zeta$ and $\eta$ coordinates according to

$$
\begin{equation*}
f_{\mathrm{T} 1}(\zeta, \eta)=\frac{4}{9} p_{A}^{(x c)}(\zeta, \eta)+\frac{1}{3} p_{B}^{(x c)}(\zeta, \eta)+\frac{2}{9} p_{C}^{(c)}(\zeta, \eta), \tag{1}
\end{equation*}
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, A}=65 \mathrm{ppm}, \mu_{\eta, A}=0$, $\epsilon_{A}=0.13, p_{B}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, B}=85 \mathrm{ppm}, \mu_{\eta, B}=0.8, \epsilon_{B}=0.13$, and $p_{C}^{(c)}(\zeta, \eta)$ parameters are $\sigma_{c, C}=5.77 \mathrm{ppm}$.

The trimodal distribution labeled T-2 consists of a linear combination of three extended Czjzek distributions calculated in the $\zeta$ and $\eta$ coordinates according to

$$
\begin{equation*}
f_{\mathrm{T} 2}(\zeta, \eta)=\frac{1}{4} p_{A}^{(x c)}(\zeta, \eta)+\frac{1}{2} p_{B}^{(x c)}(\zeta, \eta)+\frac{1}{4} p_{C}^{(x c)}(\zeta, \eta), \tag{2}
\end{equation*}
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, A}=45 \mathrm{ppm}, \mu_{\eta, A}=0.1$, $\epsilon_{A}=0.2, p_{B}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, B}=85 \mathrm{ppm}, \mu_{\eta, B}=0.3, \epsilon_{B}=0.1$, and $p_{C}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, C}=-55 \mathrm{ppm}, \mu_{\eta, C}=0, \epsilon_{C}=0.2$.

The trimodal distribution labeled T-3 consists of a linear combination of two extended Czjzek distributions and one Czjzek distribution calculated in the $\zeta$ and $\eta$ coordinates according to

$$
\begin{equation*}
f_{\mathrm{T} 3}(\zeta, \eta)=\frac{3}{5} p_{A}^{(x c)}(\zeta, \eta)+\frac{1}{5} p_{B}^{(x c)}(\zeta, \eta)+\frac{1}{5} p_{C}^{(c)}(\zeta, \eta) \tag{3}
\end{equation*}
$$

and mapped onto the $x$ and $y$ grid. The $p_{A}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, A}=80 \mathrm{ppm}, \mu_{\eta, A}=0.6$, $\epsilon_{A}=0.17, p_{B}^{(x c)}(\zeta, \eta)$ parameters are $\mu_{\zeta, B}=-70 \mathrm{ppm}, \mu_{\eta, B}=0.2, \epsilon_{B}=0.2$, and $p_{C}^{(c)}(\zeta, \eta)$ parameters are $\sigma_{c, C}=6.93 \mathrm{ppm}$.

The plots are organized in the same manner as Fig. S3. As before, Gaussian noise of $\sigma_{e}=0.005$ was used in generating each synthetic spectrum in Fig. S4. In all three cases, the inversion of the synthetic VAS $\left(90^{\circ}\right)$ and MAS sideband spectra recovers trimodal distributions with resolved modes and is consistent with the respective ground truth distributions. Table S1 lists the statisticsprobability, mean, and standard deviation - of the individual modes of the bivariate distributions for the ground truth and recovered distributions. In all cases, good agreement is obtained with the mean values of the ground truth distributions.

Mathematically, the integration volume of the $f(x, y)$ distribution is conserved and is equal to the area under the spectrum, that is,

$$
\int f(x, y) d x d y=\int s(\nu) d_{\nu}
$$

Note, the above integral equation is valid because the kernel, $\mathcal{K}$, is normalized such that every basis spectrum within the kernel is of unit area. Although the total volume of the predicted multimodal distribution is conserved, the volume under the individual modes may not match the ground truth distribution. Nonetheless, in these trimodal inversion examples, reasonably good agreement is obtained for the volume ratio of the three modes, as seen in Table S1. Of course, quantifying integrated mode volumes becomes more challenging when distributions are close or overlapping. The quality of the inversion will decrease with increasing noise, making higher modal distributions harder to invert. As the inversion gets more challenging, the integrated volume of the solution will start to disperse into extraneous solutions as can be seen in the T-3 distribution inversions of Fig. S4.


Figure S4: Comparison of smooth-LASSO inversion of synthetic purely anisotropic spectra originating from three different trimodal bivariate shielding tensor distributions along rows labeled $\mathrm{T}-1, \mathrm{~T}-2$, and $\mathrm{T}-3$. In the first column are the ground truth distributions along with 1D projections onto the coordinate axes. In the second and fourth columns are the corresponding synthetic VAS $\left(90^{\circ}\right)$ spectrum and MAS sideband spectrum, respectively, with noise, $\sigma_{e}=0.005$, along with the best fit spectrum shown in red. Above each spectrum are the residuals. In the third and fifth columns are the corresponding inversion solutions for the shielding tensor distributions shown with histogram projections onto the coordinate axes. The contours are drawn at every $10 \%$.

Table S1: Comparison of integrated volumes (\%), means, standard deviations, and correlation coefficients, $r_{x y}$, of ground truth and inverted distributions from the VAS $\left(90^{\circ}\right)$ and MAS sidebands spectra. Here, $\langle A\rangle_{x}$ and $\langle A\rangle_{y}$ denotes the mean $\pm$ standard deviation of the distribution with respect to the $x$ and $y$ coordinates, respectively.

|  |  | $90^{\circ}$ spinning spectrum |  |  | MAS sideband spectrum |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Test | $\sigma_{e}$ | $\alpha^{*} / 10^{-6}$ | $\lambda^{*} / 10^{-6}$ | $a^{*} / 10^{-6}$ | $b^{*}$ | $\alpha^{*} / 10^{-6}$ | $\lambda^{*} / 10^{-6}$ | $a^{*} / 10^{-6}$ | $b^{*}$ |
| U-1 | 0.005 | 2.98 | 1.27 | 4.25 | 0.70 | 2.98 | 1.83 | 4.81 | 0.63 |
| U-2 | 0.005 | 1.83 | 1.27 | 3.11 | 0.59 | 12.74 | 1.83 | 14.58 | 0.87 |
| U-3 | 0.005 | 11.3 | 69.5 | 80.8 | 0.14 | 69.5 | 42.8 | 112.3 | 0.62 |
| U-4 | 0.005 | 0.83 | 3.6 | 4.4 | 0.2 | 5.8 | 3.6 | 9.4 | 0.62 |
| E-1 | 0.0005 | 0.043 | 0.06 | 0.10 | 0.41 | 0.18 | 0.13 | 0.31 | 0.59 |
| E-2 | 0.001 | 0.48 | 0.38 | 0.86 | 0.56 | 0.18 | 0.13 | 0.31 | 0.59 |
| E-3 | 0.01 | 1.13 | 1.83 | 2.96 | 0.38 | 7.85 | 2.64 | 10.48 | 0.75 |
| E-4 | 0.02 | 2.98 | 5.46 | 8.43 | 0.35 | 7.85 | 3.79 | 11.64 | 0.67 |
| S-1 | 0.005 | 0.0003 | 2.64 | 2.64 | 0.0001 | 0.0018 | 1.27 | 1.27 | 0.001 |
| S-2 | 0.005 | 0.023 | 2.64 | 2.87 | 0.08 | 0.0004 | 1.83 | 1.83 | 0.0002 |
| S-3 | 0.005 | 5.46 | 1.83 | 7.29 | 0.75 | 3.36 | 0.62 | 3.98 | 0.85 |
| S-4 | 0.005 | 14.38 | 1.27 | 15.7 | 0.92 | 14.4 | 0.89 | 15.3 | 0.94 |
| T-1 | 0.005 | 0.89 | 1.83 | 2.72 | 0.33 | 0.43 | 1.83 | 2.26 | 0.19 |
| T-2 | 0.005 | 0.51 | 0.62 | 1.13 | 0.45 | 7.85 | 1.83 | 9.68 | 0.81 |
| T-3 | 0.005 | 12.7 | 1.73 | 14.5 | 0.88 | 162.4 | 2.64 | 165.0 | 0.98 |

Table S2: Comparison of the optimum hyperparameters, $\alpha^{*}$ and $\lambda^{*}$, as well as the alternative optimum hyperparameters, $a^{*}$ and $b^{*}$, obtained from cross-validation of the inversion of the VAS $\left(90^{\circ}\right)$ and MAS sidebands spectra. The $\sigma_{e}$ value is the noise standard deviation added to each simulated spectrum. The $\alpha^{*}$ and $\lambda^{*}$ values are determined over a $20 \times 20 \alpha-\lambda$ grid using a ten-fold cross-validation method for the VAS $\left(90^{\circ}\right)$ and MAS sidebands spectrum inversion. The alternative hyperparameters, $a^{*}$ and $b^{*}$, are derived from $\alpha^{*}$ and $\lambda^{*}$ according to Eq. (34) of the main text. The SVD truncation index, $r$, depends on the kernel $\mathcal{K}$, which in turn depends on the $x-y$ grid dimensions and the anisotropic dimension of the spectrum. Values of $r=62$ for all VAS $\left(90^{\circ}\right)$ inversions and $r=31$ for all MAS sideband inversions are chosen using the maximum entropy method[1] outlined in Appendix A1 of the main text. These values remain the same since the $x-y$ grid and the anisotropic dimensions are identical for all synthetic dataset inversions.

| $\nu_{r} / \mathrm{kHz}$ | $r$ | $\alpha^{*} / 10^{-6}$ | $\lambda^{*} / 10^{-6}$ | $a^{*} / 10^{-6}$ | $b^{*}$ |
| :--- | :---: | ---: | ---: | ---: | ---: |
| $0.8125^{*}$ | 31 | 0.15 | 0.15 | 0.3 | 0.5 |
| $1.0000^{*}$ | 31 | 0.08 | 0.08 | 0.16 | 0.5 |
| 1.1875 | 30 | 0.22 | 0.1 | 0.32 | 0.68 |
| 1.3750 | 27 | 0.1 | 0.46 | 5.64 | 0.18 |
| 1.5625 | 24 | 0.22 | 0.46 | 0.68 | 0.32 |
| 2.0000 | 21 | 0.22 | 0.1 | 0.32 | 0.68 |
| 2.5000 | 18 | 0.31 | 0.06 | 0.37 | 0.85 |
| 3.0000 | 18 | 0.56 | 17.8 | 18.3 | 0.03 |
| 4.0000 | 15 | 3.2 | 0.32 | 3.48 | 0.91 |
| 8.0000 | 12 | 10 | 0.32 | 10.32 | 0.97 |

Table S3: The hyperparameters of the optimum solution of the MAS sidebands inversion as a function of spinning speed. Here, $r$, is the number of singular values retained in the solution. The maximum number of singular values is 32. Synthetic datasets and inversions not shown in main text are marked with an asterisk.

## S5 Spinning Speed Hyperparameters

Table S3 gives the optimum hyperparameters for the smooth-LASSO inversions of Fig. 8 in the main text.

## S6 Comparison of Regularization Methods

In Fig. 7 of the main manuscript, we show the comparison of different regularization methods. Table S 4 gives the optimum hyperparameters obtained. In those examples implement the solvers from the scikit-learn[2] library, which minimizes the following objective functions

$$
\begin{equation*}
\underset{\mathbf{f} \geq 0}{\operatorname{argmin}}\left(\frac{1}{2 m}\|\mathbf{s}-\mathbf{K} \cdot \mathbf{f}\|_{2}^{2}+\lambda_{l}\|\mathbf{f}\|_{1}\right), \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{\mathbf{f} \geq 0}{\operatorname{argmin}}\left(\frac{1}{2 m}\|\mathbf{s}-\mathbf{K} \cdot \mathbf{f}\|_{2}^{2}+\alpha_{e} l_{1, \text { ratio }}\|\mathbf{f}\|_{1}+\frac{1}{2} \alpha_{e}\left(1-l_{1, \text { ratio }}\right)\|\mathbf{f}\|_{2}^{2}\right), \tag{5}
\end{equation*}
$$

for $\ell_{1}$ and elastic net regularization, respectively. Here, $\lambda_{l}$ is hyperparameter for the $\ell_{1}$ term in Eq. (4), and $\alpha_{e}, \ell_{1, \text { ratio }}$ are the total regularization and relative fraction of $\ell_{1}$ term in the elastic net regularization of Eq. (5), respectively. The term, $m$, is the sampling size of the sample vector $\mathbf{s}, \mathbf{K}$ is the kernel, and $\mathbf{f}$ is the solution.
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|  | size | Grid resolution/ $\mathrm{ppm}^{2}$ | $\lambda_{l}^{*} / 10^{-6}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ell_{1}$ | $20 \times 20$ | $5.81 \times 5.81$ | 1.23 |  |  |  |
|  | $30 \times 30$ | $3.87 \times 3.87$ | 0.35 |  |  |  |
|  | $40 \times 40$ | $2.91 \times 2.91$ | 0.35 |  |  |  |
|  | $50 \times 50$ | $2.32 \times 2.32$ | 0.19 |  |  |  |
|  | size | resolution/ $\mathrm{ppm}^{2}$ | $\alpha_{e}^{*} / 10^{-6}$ | $l_{1, \text { ratio }}^{*}$ |  |  |
| Elastic net | $20 \times 20$ | $5.81 \times 5.81$ | 16.9 | 0.7 |  |  |
|  | $30 \times 30$ | $3.87 \times 3.87$ | 23.4 | 0.5 |  |  |
|  | $40 \times 40$ | $2.91 \times 2.91$ | 33.0 | 0.35 |  |  |
|  | $50 \times 50$ | $2.32 \times 2.32$ | 46.3 | 0.25 |  |  |
|  | size | resolution/ $\mathrm{ppm}^{2}$ | $\alpha^{*} / 10^{-6}$ | $\lambda^{*} / 10^{-6}$ | $a^{*} / 10^{-6}$ | $b^{*}$ |
| S-LASSO | $20 \times 20$ | $5.81 \times 5.81$ | 2.85 | 2.31 | 5.16 | 0.55 |
|  | $30 \times 30$ | $3.87 \times 3.87$ | 15.2 | 1.23 | 16.4 | 0.93 |
|  | $40 \times 40$ | $2.91 \times 2.91$ | 35.8 | 0.66 | 35.77 | 0.98 |
|  | $50 \times 50$ | $2.32 \times 2.32$ | 81.1 | 0.66 | 81.77 | 0.99 |

Table S4: The hyperparameters corresponding to the optimum solution for the $\ell_{1}$, elastic net, and smooth-LASSO regularized linear problems as a function of the grid-resolution.

